2021-03-11 14:12:13,935|INFO |main| IShield - Setup start ######################################################################################################

2021-03-11 14:12:14,494|INFO |main| IShield - CMD : oem01

2021-03-11 14:12:14,494|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-11 14:12:14,494|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-11 14:12:14,494|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-11 14:12:15,443|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-11 14:12:15,443|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-11 14:12:15,459|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-11 14:12:20,757|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-11 14:12:22,597|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-11 14:12:22,597|INFO |main| IShield - # command : list

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 14:12:22,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 14:12:22,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 14:12:22,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 14:12:22,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-11 14:12:22,929|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-11 14:12:22,929|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-11 14:12:22,945|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-11 14:12:22,976|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-11 14:12:23,620|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-11 14:12:23,620|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-11 14:12:23,620|INFO |main| com.aris.prov.common.util.FileUtil - No existing lock directory found, deletion of directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp possible

2021-03-11 14:12:23,620|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 14:12:23,628|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 14:12:23,628|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 14:12:23,638|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.G8BMHkH8C4mYsnTyLUE6Xg

2021-03-11 14:12:23,638|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.G8BMHkH8C4mYsnTyLUE6Xg created

2021-03-11 14:12:28,450|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-11 14:12:28,451|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-11 14:12:28,940|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-11 14:12:28,940|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-11 14:12:28,940|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-11 14:12:28,940|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-11 14:12:28,956|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-11 14:12:28,956|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-11 14:12:28,956|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-11 14:12:28,956|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-11 14:12:28,971|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-11 14:12:28,987|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-11 14:12:28,987|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161038\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=68, averageStartupTime=3173, startTimestamp=1615362766760, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161052\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=4047, averageStartupTime=4047, startTimestamp=1611929626392, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1866228}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161056\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=9399, averageStartupTime=9863, startTimestamp=1615362775052, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@129ec8b}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161102\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=7021, averageStartupTime=7021, startTimestamp=1611929630706, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@4f33e7}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161113\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@efb26a}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161125\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={OCTOPUS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@2177d}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210129.161130\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={SIMULATION=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@a3f102}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 14:12:32,976|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-11 14:12:32,976|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-11 14:12:32,976|INFO |main| IShield - command :abort all tasks

2021-03-11 14:12:32,976|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:32,976|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-11 14:12:33,007|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-11 14:12:33,007|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-11 14:12:36,972|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-11 14:12:36,972|INFO |main| IShield - command :killall

2021-03-11 14:12:36,972|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:36,972|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-11 14:12:36,972|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-11 14:12:36,987|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:36,987|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-11 14:12:37,003|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:37,018|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:37,034|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:37,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:37,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:37,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-11 14:12:37,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-11 14:12:37,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-11 14:12:37,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:37,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-11 14:12:37,072|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-11 14:12:37,172|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-11 14:12:37,172|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 14:12:40,971|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-11 14:12:40,971|INFO |main| IShield - command :quick killall

2021-03-11 14:12:40,971|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:40,971|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-11 14:12:40,971|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-11 14:12:41,039|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-11 14:12:41,039|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-11 14:12:41,039|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-11 14:12:41,071|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-11 14:12:41,071|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-11 14:12:44,964|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-11 14:12:44,964|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-11 14:12:44,964|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:44,964|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-11 14:12:44,980|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-11 14:12:48,968|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-11 14:12:48,970|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-11 14:12:48,970|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:48,970|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-11 14:12:48,978|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-11 14:12:48,978|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-11 14:12:52,964|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-11 14:12:52,966|INFO |main| IShield - command :killall

2021-03-11 14:12:52,966|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:52,967|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-11 14:12:52,968|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-11 14:12:52,976|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-11 14:12:52,977|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-11 14:12:52,978|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-11 14:12:52,981|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:52,983|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:52,985|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:52,988|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:52,988|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-11 14:12:52,988|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-11 14:12:52,988|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-11 14:12:52,988|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-11 14:12:52,988|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-11 14:12:52,992|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:52,995|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:52,995|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-11 14:12:52,995|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-11 14:12:52,998|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:53,004|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:53,004|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-11 14:12:53,004|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-11 14:12:53,004|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-11 14:12:53,008|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:53,012|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:53,012|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-11 14:12:53,012|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-11 14:12:53,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:53,017|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:53,020|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:53,020|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-11 14:12:53,020|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-11 14:12:53,020|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-11 14:12:53,023|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:53,025|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 14:12:53,025|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-11 14:12:53,026|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-11 14:12:53,029|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:53,032|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:53,035|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:53,037|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:53,037|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-11 14:12:53,037|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-11 14:12:53,037|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-11 14:12:53,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:53,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-11 14:12:53,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-11 14:12:53,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-11 14:12:53,044|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 14:12:53,047|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:53,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:53,053|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:53,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:53,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-11 14:12:53,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-11 14:12:53,056|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-11 14:12:53,058|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 14:12:53,060|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-11 14:12:53,060|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-11 14:12:53,060|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-11 14:12:53,062|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-11 14:12:53,064|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 14:12:53,067|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 14:12:53,071|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 14:12:53,073|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 14:12:53,076|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 14:12:53,076|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-11 14:12:53,076|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-11 14:12:53,175|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-11 14:12:53,175|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 14:12:56,986|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-11 14:12:56,986|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-11 14:12:56,986|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:12:56,986|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-11 14:12:57,001|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-11 14:13:00,978|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-11 14:13:00,978|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-11 14:13:00,978|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:00,978|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-11 14:13:00,984|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-11 14:13:00,984|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-11 14:13:04,980|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-11 14:13:04,982|INFO |main| IShield - command :force deconfigureall

2021-03-11 14:13:04,983|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:04,985|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-11 14:13:04,986|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-11 14:13:08,608|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 165.35 GB

2021-03-11 14:13:08,608|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 272.01 MB ( incl. extension factor 1.2)

2021-03-11 14:13:08,608|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-11 14:13:09,643|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-11 14:13:10,171|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-11 14:13:12,314|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-11 14:13:21,205|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-11 14:13:33,867|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-11 14:13:35,429|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-11 14:13:35,974|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-11 14:13:36,046|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-11 14:13:36,048|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161038\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=3173, lastStartupTime=68, startTimestamp=1615362766760, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161052\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=4047, lastStartupTime=4047, startTimestamp=1611929626392, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161056\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=9863, lastStartupTime=9399, startTimestamp=1615362775052, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161102\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=7021, lastStartupTime=7021, startTimestamp=1611929630706, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, STARTING, UNKNOWN, STARTED, STOPPED, FAILED, STOPPING, DOWN]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161113\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, STARTING, UNKNOWN, STARTED, STOPPED, FAILED, STOPPING, DOWN]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, STARTING, UNKNOWN, STARTED, STOPPED, FAILED, STOPPING, DOWN]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={ABS=AppTypeSpecificInfo{zookeeperInstanceNodeName='null', zookeeperInstanceNodePath='null', context='/abs'}}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161125\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={OCTOPUS=AppTypeSpecificInfo{zookeeperInstanceNodeName='null', zookeeperInstanceNodePath='null', context='/octopus'}}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210129.161130\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={SIMULATION=AppTypeSpecificInfo{zookeeperInstanceNodeName='null', zookeeperInstanceNodePath='null', context='/simulation'}}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-11 14:13:40,010|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-11 14:13:40,012|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-11 14:13:40,013|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:40,014|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-11 14:13:40,020|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-11 14:13:44,009|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-11 14:13:44,012|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-11 14:13:44,012|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:44,013|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-11 14:13:44,015|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-11 14:13:44,015|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-11 14:13:48,009|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-11 14:13:48,011|INFO |main| IShield - command :killall

2021-03-11 14:13:48,012|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:48,012|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-11 14:13:48,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-11 14:13:48,015|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-11 14:13:48,015|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-11 14:13:48,016|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-11 14:13:48,114|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-11 14:13:48,114|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-11 14:13:52,009|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-11 14:13:52,011|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-11 14:13:52,011|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:52,012|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-11 14:13:52,018|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-11 14:13:56,035|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-11 14:13:56,037|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-11 14:13:56,037|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 14:13:56,037|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-11 14:13:56,037|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-11 14:13:56,037|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-11 14:14:00,025|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-11 14:14:17,700|INFO |main| IShield - Kill Tasks : ;;

2021-03-11 14:14:17,707|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-11 14:14:34,246|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-11 14:14:34,246|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-11 14:14:34,246|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-11 14:18:22,730|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-11 14:18:22,730|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-11 14:18:22,730|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-11 14:19:22,731|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-11 14:19:22,731|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-11 15:08:09,511|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-11 15:08:09,511|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-11 15:08:17,304|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-11 15:08:17,369|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-11 15:30:26,535|INFO |main| IShield - Setup start ######################################################################################################

2021-03-11 15:30:26,898|INFO |main| IShield - CMD : oem01

2021-03-11 15:30:26,899|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-11 15:30:26,899|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-11 15:30:26,904|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-11 15:30:27,656|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-11 15:30:27,656|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-11 15:30:27,656|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-11 15:30:30,811|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-11 15:30:36,339|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-11 15:30:46,524|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-11 15:30:59,292|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-11 15:31:06,200|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-11 15:31:06,200|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-11 15:31:06,205|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-11 15:32:01,522|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-11 15:32:01,523|INFO |main| IShield - Dialog : lic.source

2021-03-11 15:32:01,531|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-11 15:32:09,666|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-11 15:32:10,668|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-11 15:32:11,123|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-11 15:32:11,774|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-11 15:32:11,775|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-11 15:32:13,491|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-11 15:32:14,790|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-11 15:32:16,346|INFO |main| IShield - close Firewall port : 14051

2021-03-11 15:32:16,535|INFO |main| IShield - open Firewall port : 14051

2021-03-11 15:32:16,953|INFO |main| IShield - close Firewall port : 44687

2021-03-11 15:32:17,138|INFO |main| IShield - open Firewall port : 44687

2021-03-11 15:32:17,664|INFO |main| IShield - close Firewall port : 14050

2021-03-11 15:32:17,849|INFO |main| IShield - open Firewall port : 14050

2021-03-11 15:32:18,452|INFO |main| IShield - close Firewall port : 14048

2021-03-11 15:32:18,638|INFO |main| IShield - open Firewall port : 14048

2021-03-11 15:32:19,764|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-11 15:32:20,540|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-11 15:32:40,014|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-11 15:32:52,342|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-11 15:32:54,228|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-11 15:33:46,596|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-11 15:33:46,597|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-11 15:33:46,641|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-11 15:33:46,871|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,874|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,874|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,875|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,875|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,875|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,876|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,876|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,877|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,877|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,877|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,877|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 15:33:46,877|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 15:33:46,877|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,878|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 15:33:46,878|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 15:33:46,878|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,878|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 15:33:46,878|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 15:33:46,878|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,878|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-11 15:33:46,878|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-11 15:33:46,878|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,880|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,880|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,880|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,882|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,882|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,882|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,884|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,884|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,884|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,886|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,886|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,886|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,887|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,888|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,888|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,888|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,889|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,889|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,889|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,890|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,890|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,890|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-11 15:33:46,892|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-11 15:33:46,892|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,893|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,893|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,893|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,894|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,894|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,894|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,895|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,895|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,895|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,895|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-11 15:33:46,895|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-11 15:33:46,895|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,895|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,896|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,896|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,896|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,896|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,896|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,897|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,897|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,897|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,897|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:33:46,897|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:33:46,897|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,898|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,898|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,899|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,899|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,899|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,899|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,899|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,899|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,900|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-11 15:33:46,900|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-11 15:33:46,900|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,900|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-11 15:33:46,900|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-11 15:33:46,900|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,901|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-11 15:33:46,901|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-11 15:33:46,901|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,901|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-11 15:33:46,901|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-11 15:33:46,901|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,901|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-11 15:33:46,901|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-11 15:33:46,901|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,902|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 15:33:46,902|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 15:33:46,902|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,902|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 15:33:46,902|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 15:33:46,902|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,903|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 15:33:46,903|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 15:33:46,903|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,903|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-11 15:33:46,903|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-11 15:33:46,903|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,905|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,905|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-11 15:33:46,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-11 15:33:46,905|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:33:46,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:33:46,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:33:46,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:33:46,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:33:46,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:33:46,907|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:33:46,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:33:46,908|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,908|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:33:46,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:33:46,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,912|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,912|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,912|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,914|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,914|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,914|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,914|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,914|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,914|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,915|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,915|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:33:46,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-11 15:33:46,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-11 15:33:46,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-11 15:33:46,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-11 15:33:46,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-11 15:33:46,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:33:46,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:33:46,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-11 15:33:46,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-11 15:33:46,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-11 15:33:46,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-11 15:33:46,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 15:33:46,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 15:33:46,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 15:33:46,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 15:33:46,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-11 15:33:46,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:33:46,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:33:46,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:33:46,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:33:46,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-11 15:33:46,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-11 15:33:46,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-11 15:33:46,930|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-11 15:33:46,930|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-11 15:33:46,930|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-11 15:33:46,930|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-11 15:33:46,934|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-11 15:33:46,937|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-11 15:33:46,937|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-11 15:33:46,939|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-11 15:33:46,941|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.G8BMHkH8C4mYsnTyLUE6Xg can be locked, left-over from previous instance

2021-03-11 15:33:46,942|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 15:33:46,948|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 15:33:46,949|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 15:33:46,956|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.1WGvWZDtVTPTQskFSmSERQ

2021-03-11 15:33:46,956|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.1WGvWZDtVTPTQskFSmSERQ created

2021-03-11 15:33:51,756|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-11 15:33:51,757|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-11 15:33:52,225|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-11 15:33:52,225|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-11 15:33:52,225|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-11 15:33:52,225|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-11 15:33:52,227|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-11 15:33:52,240|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-11 15:33:56,213|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-11 15:33:56,388|INFO |main| IShield - command :list

2021-03-11 15:33:56,388|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:33:56,388|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-11 15:33:56,396|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-11 15:33:56,396|DEBUG|Thread-18| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:34:00,395|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-11 15:34:00,442|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-11 15:34:00,442|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:00,442|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-11 15:34:00,458|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-11 15:34:04,473|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-11 15:34:04,473|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-11 15:34:04,473|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:04,473|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-11 15:34:04,480|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-11 15:34:08,463|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-11 15:34:08,466|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-11 15:34:08,466|INFO |main| IShield - # command : list

2021-03-11 15:34:08,466|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:08,467|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-11 15:34:08,473|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-11 15:34:08,474|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:34:12,462|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-11 15:34:12,465|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-11 15:34:12,468|INFO |main| IShield - command :abort all tasks

2021-03-11 15:34:12,468|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:12,470|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-11 15:34:12,500|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-11 15:34:12,500|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-11 15:34:16,462|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-11 15:34:16,466|INFO |main| IShield - command :killall

2021-03-11 15:34:16,466|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:16,468|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-11 15:34:16,472|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-11 15:34:16,477|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:34:16,477|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-11 15:34:16,478|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-11 15:34:16,479|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-11 15:34:16,479|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-11 15:34:16,479|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-11 15:34:16,575|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-11 15:34:16,576|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-11 15:34:20,461|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-11 15:34:20,464|INFO |main| IShield - command :quick killall

2021-03-11 15:34:20,464|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:20,465|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-11 15:34:20,467|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-11 15:34:20,536|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-11 15:34:20,536|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-11 15:34:20,536|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-11 15:34:20,584|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-11 15:34:20,584|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-11 15:34:24,463|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-11 15:34:24,470|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-11 15:34:24,471|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:24,473|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:34:24,484|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:24,484|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:25,393|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:25,394|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:27,533|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:34:27,538|WARN |Thread-27| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:34:27,539|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:34:27,539|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-11 15:34:27,549|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:34:31,464|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-11 15:34:31,468|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-11 15:34:31,469|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:31,470|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:34:31,480|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:31,504|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:44,459|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-11 15:34:44,459|ERROR|Thread-28| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-11 15:34:47,476|INFO |main| IShield - sz\_stdout :

2021-03-11 15:34:47,476|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-11 15:34:47,476|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-11 15:34:47,476|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:47,476|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:34:47,492|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:47,523|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:48,624|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:34:48,628|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:34:48,628|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:34:48,628|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-11 15:34:48,628|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-11 15:34:48,640|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:34:52,462|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-11 15:34:52,468|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-11 15:34:52,469|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:52,470|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:34:52,477|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:52,498|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:54,268|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:34:54,268|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:34:54,268|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:34:54,268|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-11 15:34:54,268|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-11 15:34:54,268|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-11 15:34:54,284|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:34:57,463|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-11 15:34:57,467|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-11 15:34:57,468|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:34:57,469|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:34:57,477|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:34:57,498|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:07,172|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:35:07,179|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:35:07,179|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:35:07,179|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-11 15:35:07,179|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-11 15:35:07,179|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-11 15:35:07,179|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-11 15:35:07,192|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:35:10,478|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-11 15:35:10,483|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-11 15:35:10,483|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:35:10,484|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:35:10,501|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:10,526|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:33,321|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:35:33,336|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-11 15:35:33,336|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:35:36,509|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-11 15:35:36,516|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-11 15:35:36,516|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:35:36,517|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:35:36,529|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:36,557|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:35:40,629|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-11 15:35:40,629|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-11 15:35:40,645|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:35:44,518|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-11 15:35:44,518|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-11 15:35:44,518|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:35:44,518|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-11 15:35:44,533|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:44,572|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:35:46,612|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-11 15:35:46,616|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:35:46,616|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-11 15:35:46,616|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-11 15:35:46,616|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-11 15:35:46,617|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-11 15:35:46,617|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-11 15:35:46,617|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-11 15:35:46,617|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-11 15:35:46,617|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-11 15:35:46,626|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-11 15:35:50,527|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-11 15:35:50,531|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-11 15:35:50,531|INFO |main| IShield - # command :list

2021-03-11 15:35:50,532|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:35:50,533|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-11 15:35:50,543|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-11 15:35:50,544|DEBUG|Thread-35| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153425\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153447\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153452\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153458\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153514\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153537\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153545\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:35:54,525|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-11 15:35:54,525|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-11 15:35:54,540|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-11 15:35:54,540|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:35:54,540|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-11 15:35:56,969|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-11 15:35:56,970|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:00,553|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:00,553|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-11 15:36:00,553|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:00,553|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-11 15:36:02,692|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-11 15:36:02,692|DEBUG|Thread-37| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:06,557|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:06,559|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-11 15:36:06,560|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:06,561|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-11 15:36:07,083|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-11 15:36:07,084|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:10,566|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:10,566|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-11 15:36:10,566|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:10,566|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-11 15:36:10,866|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-11 15:36:10,866|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:14,565|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:14,565|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-11 15:36:14,565|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:14,565|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-11 15:36:15,126|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-11 15:36:15,126|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:18,556|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:18,559|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-11 15:36:18,559|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:18,560|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-11 15:36:18,908|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-11 15:36:18,909|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:22,586|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:22,587|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-11 15:36:22,587|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:22,587|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-11 15:36:22,933|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-11 15:36:22,933|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:26,587|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:26,590|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-11 15:36:26,590|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:26,591|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-11 15:36:26,944|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-11 15:36:26,944|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:30,597|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:30,597|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-11 15:36:30,597|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:30,597|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-11 15:36:30,980|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-11 15:36:30,980|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:34,588|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:34,590|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-11 15:36:34,590|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:34,591|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-11 15:36:34,889|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-11 15:36:34,889|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:38,588|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:38,591|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-11 15:36:38,591|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:38,592|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-11 15:36:38,735|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-11 15:36:38,736|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:42,588|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:42,590|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-11 15:36:42,591|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:42,592|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-11 15:36:42,753|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-11 15:36:42,753|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:46,588|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:46,591|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-11 15:36:46,592|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:46,593|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-11 15:36:46,739|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-11 15:36:46,739|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:50,597|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:50,597|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-11 15:36:50,597|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:50,597|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-11 15:36:50,750|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-11 15:36:50,750|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:54,594|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:54,594|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-11 15:36:54,594|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:54,594|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-11 15:36:54,783|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-11 15:36:54,783|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:36:58,588|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:36:58,591|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-11 15:36:58,592|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:36:58,592|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-11 15:36:58,749|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-11 15:36:58,749|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:02,592|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:37:02,592|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-11 15:37:02,592|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:02,592|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-11 15:37:02,742|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-11 15:37:02,742|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:06,587|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:37:06,590|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-11 15:37:06,591|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:06,592|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-11 15:37:06,742|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-11 15:37:06,742|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:10,598|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:37:10,600|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-11 15:37:10,600|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:10,600|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-11 15:37:10,770|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-11 15:37:10,770|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:14,592|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:37:14,592|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-11 15:37:14,592|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:14,592|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-11 15:37:14,744|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-11 15:37:14,744|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:18,587|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-11 15:37:18,591|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-11 15:37:18,591|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:18,593|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-11 15:37:18,827|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-11 15:37:18,828|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:22,588|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-11 15:37:22,591|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-11 15:37:22,592|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:22,593|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-11 15:37:31,337|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-11 15:37:31,337|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,605|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-11 15:37:34,736|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-11 15:37:34,789|INFO |main| IShield - command :list

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-11 15:37:34,805|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-11 15:37:34,805|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.1WGvWZDtVTPTQskFSmSERQ, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-11 15:37:34,805|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.D7jrVI4sapIP9dckfZ-lGA

2021-03-11 15:37:34,805|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.D7jrVI4sapIP9dckfZ-lGA created

2021-03-11 15:37:39,633|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-11 15:37:39,635|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-11 15:37:39,782|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-11 15:37:39,783|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-11 15:37:39,784|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-11 15:37:39,784|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-11 15:37:39,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-11 15:37:39,796|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-11 15:37:39,796|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-11 15:37:39,796|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-11 15:37:39,796|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-11 15:37:39,808|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-11 15:37:39,809|DEBUG|Thread-66| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153425\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153447\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153452\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153458\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153514\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153537\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153545\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:37:43,791|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-11 15:37:43,791|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-11 15:37:43,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-11 15:37:43,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:37:43,802|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-11 15:37:43,802|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:43,804|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-11 15:37:44,596|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-11 15:37:44,605|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:37:47,803|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-11 15:37:47,803|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-11 15:37:47,803|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:37:47,803|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-11 15:37:47,803|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-11 15:37:51,791|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-11 15:37:51,910|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-11 15:38:01,157|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-11 15:38:01,157|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:38:01,157|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-11 15:38:01,157|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-11 15:38:01,167|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-11 15:38:01,167|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-11 15:38:04,640|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-11 15:38:04,644|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:04,896|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:05,149|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:05,401|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:05,653|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:05,906|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:06,164|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:06,426|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:06,695|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:06,949|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:07,202|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:07,458|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:07,710|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:07,964|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:08,227|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:08,480|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:08,732|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:08,985|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:09,238|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:09,498|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:09,752|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:10,015|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-11 15:38:10,015|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-11 15:38:10,015|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8723ms.

2021-03-11 15:38:10,015|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8723ms.

2021-03-11 15:38:10,015|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-11 15:38:10,015|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-11 15:38:12,450|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-11 15:38:12,452|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:12,705|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:12,958|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:13,210|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:13,467|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:13,730|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:13,984|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:14,253|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:14,511|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:14,767|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:15,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:15,284|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:15,547|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:15,801|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:16,071|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:16,334|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:16,586|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:16,838|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:17,090|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:17,343|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:17,596|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:17,848|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:18,100|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:18,354|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:18,606|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:18,859|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:19,111|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:19,364|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:19,616|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:19,868|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:20,121|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:20,374|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:20,627|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 8250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 10685ms.

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 10685ms.

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-11 15:38:20,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-11 15:38:23,357|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-11 15:38:23,360|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:23,613|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:23,866|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:24,118|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:24,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:24,628|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:24,891|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:25,144|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:25,414|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:25,665|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:25,918|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:26,172|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:26,424|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:26,676|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:26,929|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:27,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:27,433|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:27,685|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:27,937|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:28,189|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:28,441|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:28,695|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-11 15:38:28,698|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-11 15:38:28,698|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7717ms.

2021-03-11 15:38:28,698|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7717ms.

2021-03-11 15:38:28,700|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-11 15:38:28,702|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-11 15:38:28,702|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-11 15:38:28,702|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-11 15:38:31,733|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-11 15:38:31,736|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:31,989|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:32,242|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:32,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:32,749|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:33,002|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:33,254|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:33,508|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:33,761|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:34,014|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:34,267|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:34,520|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:34,772|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:35,025|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:35,279|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:35,532|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:35,786|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:36,039|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:36,293|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:36,546|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:36,798|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:37,051|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:37,304|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:37,556|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:37,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:38,061|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:38,314|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:38,566|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:38,819|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:39,072|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:39,325|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:39,577|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:39,829|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:40,082|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:40,334|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:40,595|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:40,859|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:41,112|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:41,377|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:41,629|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:41,883|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:42,136|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:42,388|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10750msec: Actual state: STARTED, desired states: [STARTED]

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 13781ms.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 13781ms.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-11 15:38:42,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-11 15:38:42,689|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-11 15:38:42,689|DEBUG|Thread-69| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:38:46,169|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-11 15:38:46,169|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-11 15:38:46,169|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:38:46,169|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-11 15:38:46,169|INFO |Thread-71| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-11 15:38:46,169|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-11 15:38:46,169|DEBUG|Thread-71| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-11 15:38:50,166|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-11 15:38:50,198|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:38:50,198|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:38:50,198|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-11 15:38:59,806|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-11 15:38:59,806|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:39:03,213|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:03,214|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:03,215|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:03,216|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-11 15:39:10,483|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-11 15:39:10,483|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:39:14,216|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:14,216|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:14,216|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:14,216|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-11 15:39:21,352|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-11 15:39:21,352|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:39:25,214|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:25,801|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:25,801|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:25,801|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-11 15:39:32,893|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-11 15:39:32,893|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:39:36,807|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:36,807|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{55A13DE4-2C2E-4E9F-A777-1C3B5DE3BB08}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:36,808|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:36,810|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{55A13DE4-2C2E-4E9F-A777-1C3B5DE3BB08}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-11 15:39:44,270|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{55A13DE4-2C2E-4E9F-A777-1C3B5DE3BB08}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-11 15:39:44,270|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{55A13DE4-2C2E-4E9F-A777-1C3B5DE3BB08}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:39:47,828|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{55A13DE4-2C2E-4E9F-A777-1C3B5DE3BB08}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:39:47,828|INFO |main| IShield - command : set autostart.mode=off

2021-03-11 15:39:47,828|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:47,828|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-11 15:39:47,828|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-11 15:39:51,821|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-11 15:39:51,822|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-11 15:39:51,823|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:51,824|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-11 15:39:51,834|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-11 15:39:55,831|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-11 15:39:55,831|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-11 15:39:56,047|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-11 15:39:56,047|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:39:56,047|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-11 15:40:03,181|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-11 15:40:03,181|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:40:07,055|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-11 15:40:07,057|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-11 15:40:07,057|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:40:07,058|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-11 15:40:14,150|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAABS: OK

2021-03-11 15:40:14,150|DEBUG|Thread-81| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:40:18,059|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local.

2021-03-11 15:40:18,059|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-11 15:40:18,059|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:40:18,059|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-11 15:40:25,136|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT: OK

2021-03-11 15:40:25,136|DEBUG|Thread-82| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:40:29,058|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local.

2021-03-11 15:40:29,059|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-11 15:40:29,060|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:40:29,060|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-11 15:40:36,242|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD: OK

2021-03-11 15:40:36,242|DEBUG|Thread-83| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:40:40,056|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local.

2021-03-11 15:40:40,057|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-11 15:40:40,058|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:40:40,059|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-11 15:40:47,317|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-11 15:40:47,317|DEBUG|Thread-84| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:40:51,067|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-11 15:40:51,067|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-11 15:40:51,067|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:40:51,067|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-11 15:40:58,178|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUD: OK

2021-03-11 15:40:58,178|DEBUG|Thread-85| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:41:02,056|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local.

2021-03-11 15:41:02,057|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-11 15:41:02,057|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:41:02,058|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-11 15:41:09,237|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-11 15:41:09,237|DEBUG|Thread-86| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:41:13,067|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-11 15:41:13,067|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-11 15:41:13,067|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:41:13,067|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-11 15:41:20,171|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YBO: OK

2021-03-11 15:41:20,171|DEBUG|Thread-87| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:41:24,057|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local.

2021-03-11 15:41:24,058|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-11 15:41:24,058|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:41:24,059|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-11 15:41:31,111|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC: OK

2021-03-11 15:41:31,111|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:41:35,081|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local.

2021-03-11 15:41:35,343|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:41:35,343|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:41:35,343|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-11 15:41:42,417|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-11 15:41:42,417|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:41:46,359|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:41:46,359|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:41:46,359|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:41:46,359|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-11 15:41:53,427|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-11 15:41:53,427|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-11 15:41:57,353|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-11 15:41:57,353|INFO |main| IShield - command : stopall

2021-03-11 15:41:57,354|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:41:57,355|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-11 15:41:57,356|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-11 15:41:57,361|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-11 15:41:57,362|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-11 15:41:57,363|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-11 15:41:57,363|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-11 15:41:57,363|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-11 15:41:57,363|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-11 15:41:57,363|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-11 15:41:57,363|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-11 15:41:57,365|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 15:41:57,366|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 15:41:57,368|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 15:41:57,370|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 15:41:57,370|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-11 15:41:57,370|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-11 15:41:57,370|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-11 15:41:57,370|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-11 15:41:57,370|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-11 15:41:57,373|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 15:41:57,376|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 15:41:57,376|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-11 15:41:57,376|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-11 15:41:57,378|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 15:41:57,380|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 15:41:57,380|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-11 15:41:57,380|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-11 15:42:01,223|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-11 15:42:01,227|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:01,481|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:01,734|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:01,987|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:02,240|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:02,493|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:02,746|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:03,000|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 15:42:03,002|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 15:42:03,003|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 5593ms.

2021-03-11 15:42:03,003|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 5593ms.

2021-03-11 15:42:03,005|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 15:42:03,007|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 15:42:03,009|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 15:42:03,009|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-11 15:42:03,009|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-11 15:42:09,828|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-11 15:42:09,829|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:10,081|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 15:42:10,083|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 15:42:10,083|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 7069ms.

2021-03-11 15:42:10,083|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 7069ms.

2021-03-11 15:42:10,086|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 15:42:10,088|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 15:42:10,090|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 15:42:10,091|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 15:42:10,092|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-11 15:42:10,092|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-11 15:42:12,874|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-11 15:42:12,876|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-11 15:42:13,128|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-11 15:42:13,130|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-11 15:42:13,130|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 3032ms.

2021-03-11 15:42:13,130|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 3032ms.

2021-03-11 15:42:13,132|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-11 15:42:13,134|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-11 15:42:13,137|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-11 15:42:13,138|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-11 15:42:13,140|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-11 15:42:13,140|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-11 15:42:13,140|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-11 15:42:16,067|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-11 15:42:16,067|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-11 15:42:16,067|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-11 15:42:16,067|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-11 15:42:16,167|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-11 15:42:16,167|DEBUG|Thread-91| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-11 15:42:19,353|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-11 15:42:19,354|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-11 15:42:19,355|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-11 15:42:19,355|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-11 15:42:19,366|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-11 15:42:23,370|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-11 15:42:23,573|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-11 15:42:23,590|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-11 15:42:23,591|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-11 15:42:23,591|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-11 15:42:23,600|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-11 15:42:23,600|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-11 15:42:23,607|INFO |main| IShield - CopyFile C:\Users\bboyadzhiev2\OneDrive - DXC Production\OPF\Aris\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-11 15:42:23,641|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-11 15:42:23,736|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-11 15:44:34,814|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation StartAllCommand

2021-03-11 15:46:27,865|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-11 15:46:27,932|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-12 08:19:18,290|INFO |main| IShield - Setup start ######################################################################################################

2021-03-12 08:19:18,656|INFO |main| IShield - CMD : oem01

2021-03-12 08:19:18,657|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-12 08:19:18,657|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-12 08:19:18,662|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-12 08:19:19,410|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-12 08:19:19,410|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-12 08:19:19,425|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-12 08:30:42,071|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-12 08:30:42,240|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-12 08:30:42,240|INFO |main| IShield - # command : list

2021-03-12 08:30:42,488|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,488|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,488|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,488|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-12 08:30:42,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-12 08:30:42,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 08:30:42,519|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 08:30:42,519|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,573|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,573|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,573|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,573|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,573|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,573|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,573|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,573|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-12 08:30:42,574|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-12 08:30:42,574|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-12 08:30:42,605|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-12 08:30:43,248|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-12 08:30:43,248|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-12 08:30:43,250|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 2 lock files, checking if these files are still alive.

2021-03-12 08:30:43,252|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.1WGvWZDtVTPTQskFSmSERQ can be locked, left-over from previous instance

2021-03-12 08:30:43,252|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.D7jrVI4sapIP9dckfZ-lGA can be locked, left-over from previous instance

2021-03-12 08:30:43,252|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 08:30:43,260|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 08:30:43,260|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 08:30:43,266|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.Ksf2RTTtXaaePa0gMt1duQ

2021-03-12 08:30:43,267|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.Ksf2RTTtXaaePa0gMt1duQ created

2021-03-12 08:30:48,078|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-12 08:30:48,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-12 08:30:48,521|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-12 08:30:48,522|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-12 08:30:48,526|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-12 08:30:48,526|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-12 08:30:48,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-12 08:30:48,540|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-12 08:30:48,541|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-12 08:30:48,541|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-12 08:30:48,544|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-12 08:30:48,566|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-12 08:30:48,570|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153425\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=8054, averageStartupTime=8351, startTimestamp=1615470460221, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153447\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7567, averageStartupTime=7567, startTimestamp=1615469900890, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@15f0fcd}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153452\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10074, averageStartupTime=10366, startTimestamp=1615470468677, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@128e524}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153458\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=13740, averageStartupTime=13740, startTimestamp=1615469908703, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1d20ede}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153514\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153537\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210311.153545\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 08:30:52,541|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-12 08:30:52,544|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-12 08:30:52,548|INFO |main| IShield - command :abort all tasks

2021-03-12 08:30:52,549|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:30:52,550|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-12 08:30:52,582|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-12 08:30:52,582|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-12 08:30:56,541|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-12 08:30:56,544|INFO |main| IShield - command :killall

2021-03-12 08:30:56,545|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:30:56,546|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 08:30:56,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 08:30:56,561|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 08:30:56,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 08:30:56,562|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-12 08:30:56,563|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,564|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,564|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-12 08:30:56,567|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:30:56,570|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:30:56,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:30:56,579|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:30:56,580|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 08:30:56,581|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 08:30:56,581|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-12 08:30:56,581|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,581|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-12 08:30:56,585|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:30:56,590|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:30:56,590|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-12 08:30:56,590|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-12 08:30:56,593|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:30:56,596|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:30:56,596|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-12 08:30:56,596|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,596|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-12 08:30:56,600|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:30:56,604|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:30:56,604|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-12 08:30:56,604|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-12 08:30:56,610|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:30:56,613|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:30:56,617|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:30:56,618|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-12 08:30:56,618|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,618|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-12 08:30:56,621|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:30:56,624|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 08:30:56,624|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-12 08:30:56,624|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-12 08:30:56,628|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:30:56,632|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:30:56,635|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:30:56,638|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:30:56,638|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-12 08:30:56,638|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,638|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-12 08:30:56,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:30:56,646|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 08:30:56,646|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-12 08:30:56,646|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-12 08:30:56,649|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 08:30:56,654|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:30:56,659|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:30:56,662|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:30:56,665|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:30:56,665|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-12 08:30:56,665|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-12 08:30:56,665|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-12 08:30:56,665|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-12 08:30:56,665|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 08:30:56,666|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 08:30:56,757|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 08:30:56,757|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 08:31:00,541|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-12 08:31:00,544|INFO |main| IShield - command :quick killall

2021-03-12 08:31:00,544|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:00,545|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-12 08:31:00,547|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-12 08:31:00,617|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-12 08:31:00,617|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-12 08:31:00,617|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-12 08:31:00,653|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-12 08:31:00,653|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-12 08:31:04,540|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-12 08:31:04,540|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-12 08:31:04,540|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:04,540|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-12 08:31:04,555|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-12 08:31:08,541|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-12 08:31:08,544|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-12 08:31:08,544|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:08,545|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-12 08:31:08,550|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-12 08:31:08,550|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-12 08:31:12,540|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-12 08:31:12,543|INFO |main| IShield - command :killall

2021-03-12 08:31:12,543|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:12,544|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 08:31:12,545|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 08:31:12,550|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 08:31:12,551|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 08:31:12,551|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 08:31:12,551|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 08:31:12,551|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 08:31:12,551|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 08:31:12,551|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-12 08:31:12,552|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,553|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,553|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-12 08:31:12,555|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,557|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,559|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:31:12,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:31:12,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 08:31:12,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 08:31:12,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-12 08:31:12,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,561|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-12 08:31:12,564|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,567|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:31:12,567|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-12 08:31:12,567|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-12 08:31:12,570|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:31:12,572|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:31:12,572|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-12 08:31:12,572|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,572|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-12 08:31:12,575|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,578|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:31:12,578|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-12 08:31:12,578|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-12 08:31:12,581|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:31:12,583|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:31:12,585|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:31:12,585|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-12 08:31:12,585|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,585|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-12 08:31:12,588|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,590|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 08:31:12,590|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-12 08:31:12,590|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-12 08:31:12,593|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:31:12,596|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:31:12,598|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:31:12,600|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:31:12,600|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-12 08:31:12,600|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,600|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-12 08:31:12,602|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,604|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 08:31:12,605|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-12 08:31:12,605|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-12 08:31:12,606|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 08:31:12,609|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:31:12,611|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:31:12,614|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:31:12,616|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:31:12,616|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-12 08:31:12,616|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-12 08:31:12,616|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-12 08:31:12,619|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 08:31:12,621|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-12 08:31:12,621|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-12 08:31:12,621|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-12 08:31:12,624|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 08:31:12,626|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 08:31:12,628|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 08:31:12,631|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 08:31:12,632|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 08:31:12,635|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 08:31:12,635|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 08:31:12,635|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 08:31:12,649|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 08:31:12,650|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 08:31:16,541|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-12 08:31:16,543|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-12 08:31:16,544|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:16,545|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-12 08:31:16,554|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-12 08:31:20,540|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-12 08:31:20,542|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-12 08:31:20,543|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:20,544|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-12 08:31:20,556|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-12 08:31:20,556|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-12 08:31:24,541|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-12 08:31:24,544|INFO |main| IShield - command :force deconfigureall

2021-03-12 08:31:24,544|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:24,545|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-12 08:31:24,547|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-12 08:31:27,789|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 165.20 GB

2021-03-12 08:31:27,789|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.18 MB ( incl. extension factor 1.2)

2021-03-12 08:31:27,789|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-12 08:31:28,672|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-12 08:31:29,193|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-12 08:31:30,538|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-12 08:31:39,435|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-12 08:31:51,349|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-12 08:31:52,361|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-12 08:31:52,962|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-12 08:31:53,048|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-12 08:31:53,048|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153425\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=8351, lastStartupTime=8054, startTimestamp=1615470460221, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153447\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7567, lastStartupTime=7567, startTimestamp=1615469900890, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153452\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10366, lastStartupTime=10074, startTimestamp=1615470468677, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153458\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=13740, lastStartupTime=13740, startTimestamp=1615469908703, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STOPPING, DOWN, UNKNOWN, STARTED, STARTING, STOPPED, FAILED, DEACTIVATED]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153514\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STOPPING, DOWN, UNKNOWN, STARTED, STARTING, STOPPED, FAILED, DEACTIVATED]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STOPPING, DOWN, UNKNOWN, STARTED, STARTING, STOPPED, FAILED, DEACTIVATED]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153537\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210311.153545\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[STOPPED, FAILED, DEACTIVATED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-12 08:31:56,575|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-12 08:31:56,576|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-12 08:31:56,576|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:31:56,576|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-12 08:31:56,576|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-12 08:32:00,580|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-12 08:32:00,582|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-12 08:32:00,582|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:32:00,582|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-12 08:32:00,582|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-12 08:32:00,582|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-12 08:32:04,574|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-12 08:32:04,576|INFO |main| IShield - command :killall

2021-03-12 08:32:04,576|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:32:04,576|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 08:32:04,576|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 08:32:04,576|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 08:32:04,690|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 08:32:04,690|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-12 08:32:08,588|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-12 08:32:08,591|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-12 08:32:08,591|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:32:08,591|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-12 08:32:08,598|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-12 08:32:12,601|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-12 08:32:12,601|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-12 08:32:12,601|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 08:32:12,601|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-12 08:32:12,601|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-12 08:32:12,601|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-12 08:32:16,609|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-12 08:32:34,409|INFO |main| IShield - Kill Tasks : ;;

2021-03-12 08:32:34,425|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-12 08:32:51,217|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-12 08:32:51,217|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-12 08:32:51,217|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-12 08:36:42,400|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-12 08:36:42,400|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-12 08:36:42,400|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-12 08:37:42,414|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-12 08:37:42,414|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-12 08:55:55,604|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-12 08:55:55,604|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-12 08:56:00,382|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-12 08:56:00,483|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-12 10:19:00,227|INFO |main| IShield - Setup start ######################################################################################################

2021-03-12 10:19:00,573|INFO |main| IShield - CMD : oem01

2021-03-12 10:19:00,573|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-12 10:19:00,573|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-12 10:19:00,573|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-12 10:19:01,335|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-12 10:19:01,335|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-12 10:19:01,335|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-12 10:19:04,908|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-12 10:19:08,291|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-12 10:19:16,974|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-12 10:19:24,289|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-12 10:19:28,019|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-12 10:19:28,020|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-12 10:19:28,023|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-12 10:21:01,337|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-12 10:21:02,554|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-12 10:21:35,403|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-12 10:21:40,798|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-12 10:22:34,910|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-12 10:22:36,469|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-12 10:22:36,470|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-12 10:22:36,475|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-12 10:22:48,356|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-12 10:22:48,356|INFO |main| IShield - Dialog : lic.source C:\Users\bboyadzhiev2\Downloads\For\_DXC.zip

2021-03-12 10:22:48,371|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-12 10:22:55,964|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-12 10:22:56,966|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-12 10:22:57,389|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-12 10:22:58,036|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-12 10:22:58,036|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-12 10:22:59,755|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-12 10:23:01,526|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-12 10:23:03,060|INFO |main| IShield - close Firewall port : 14051

2021-03-12 10:23:03,245|INFO |main| IShield - open Firewall port : 14051

2021-03-12 10:23:03,662|INFO |main| IShield - close Firewall port : 44687

2021-03-12 10:23:03,847|INFO |main| IShield - open Firewall port : 44687

2021-03-12 10:23:04,384|INFO |main| IShield - close Firewall port : 14050

2021-03-12 10:23:04,571|INFO |main| IShield - open Firewall port : 14050

2021-03-12 10:23:05,163|INFO |main| IShield - close Firewall port : 14048

2021-03-12 10:23:05,339|INFO |main| IShield - open Firewall port : 14048

2021-03-12 10:23:06,477|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-12 10:23:07,254|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-12 10:23:26,579|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-12 10:23:40,909|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-12 10:23:42,888|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-12 10:24:24,307|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISTOOLS

2021-03-12 10:24:24,307|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-12 10:24:24,348|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-12 10:24:24,580|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-12 10:24:24,582|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 10:24:24,582|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,590|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,590|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,590|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,592|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,592|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,592|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,592|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,592|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,592|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,592|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-12 10:24:24,600|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-12 10:24:24,600|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,600|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-12 10:24:24,602|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-12 10:24:24,602|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-12 10:24:24,610|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-12 10:24:24,610|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 10:24:24,610|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:24:24,610|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:24:24,610|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,612|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,612|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:24:24,620|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,620|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,620|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,620|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,620|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,620|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,620|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 10:24:24,622|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,622|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,630|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,630|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-12 10:24:24,632|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,632|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-12 10:24:24,640|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-12 10:24:24,640|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-12 10:24:24,640|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-12 10:24:24,640|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-12 10:24:24,642|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-12 10:24:24,642|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-12 10:24:24,642|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-12 10:24:24,650|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-12 10:24:24,652|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.Ksf2RTTtXaaePa0gMt1duQ can be locked, left-over from previous instance

2021-03-12 10:24:24,652|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:24:24,662|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:24:24,662|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:24:24,662|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.K\_kFsmYy\_G-WGWvDOTE0eg

2021-03-12 10:24:24,662|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.K\_kFsmYy\_G-WGWvDOTE0eg created

2021-03-12 10:24:29,482|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-12 10:24:29,482|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-12 10:24:29,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-12 10:24:29,936|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-12 10:24:29,936|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-12 10:24:29,936|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-12 10:24:29,936|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-12 10:24:29,952|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-12 10:24:33,930|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-12 10:24:34,093|INFO |main| IShield - command :list

2021-03-12 10:24:34,093|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:34,093|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-12 10:24:34,109|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-12 10:24:34,109|DEBUG|Thread-18| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:24:38,106|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-12 10:24:38,166|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-12 10:24:38,167|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:38,168|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-12 10:24:38,176|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-12 10:24:42,166|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-12 10:24:42,166|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-12 10:24:42,167|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:42,167|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-12 10:24:42,175|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-12 10:24:46,166|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-12 10:24:46,168|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-12 10:24:46,169|INFO |main| IShield - # command : list

2021-03-12 10:24:46,169|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:46,170|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-12 10:24:46,176|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-12 10:24:46,176|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:24:50,166|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-12 10:24:50,168|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-12 10:24:50,170|INFO |main| IShield - command :abort all tasks

2021-03-12 10:24:50,170|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:50,172|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-12 10:24:50,197|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-12 10:24:50,197|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-12 10:24:54,166|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-12 10:24:54,170|INFO |main| IShield - command :killall

2021-03-12 10:24:54,171|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:54,172|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 10:24:54,177|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 10:24:54,180|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 10:24:54,180|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 10:24:54,293|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 10:24:54,293|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-12 10:24:58,165|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-12 10:24:58,168|INFO |main| IShield - command :quick killall

2021-03-12 10:24:58,168|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:24:58,169|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-12 10:24:58,171|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-12 10:24:58,252|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-12 10:24:58,252|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-12 10:24:58,252|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-12 10:24:58,273|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-12 10:24:58,273|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-12 10:25:02,165|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-12 10:25:02,172|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-12 10:25:02,173|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:25:02,175|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:25:02,188|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:02,190|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:03,047|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:03,047|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:04,959|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:25:04,975|WARN |Thread-27| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:25:04,975|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:25:04,975|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-12 10:25:04,990|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:25:08,164|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-12 10:25:08,169|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-12 10:25:08,169|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:25:08,170|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:25:08,179|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:08,195|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:21,097|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-12 10:25:21,097|ERROR|Thread-28| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-12 10:25:24,222|INFO |main| IShield - sz\_stdout :

2021-03-12 10:25:24,222|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-12 10:25:24,222|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-12 10:25:24,222|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:25:24,222|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:25:24,222|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:24,269|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:25,324|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:25:25,324|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:25:25,324|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:25:25,324|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-12 10:25:25,324|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-12 10:25:25,340|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:25:29,228|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-12 10:25:29,228|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-12 10:25:29,228|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:25:29,228|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:25:29,228|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:29,275|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:31,102|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:25:31,102|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:25:31,102|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:25:31,102|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-12 10:25:31,102|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-12 10:25:31,102|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-12 10:25:31,112|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:25:34,254|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-12 10:25:34,254|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-12 10:25:34,254|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:25:34,254|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:25:34,269|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:34,306|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:43,651|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:25:43,666|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:25:43,666|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:25:43,666|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-12 10:25:43,666|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-12 10:25:43,666|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-12 10:25:43,666|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-12 10:25:43,689|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:25:47,268|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-12 10:25:47,268|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-12 10:25:47,268|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:25:47,268|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:25:47,280|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:25:47,327|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:26:08,549|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:26:08,559|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:26:08,559|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:26:08,559|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-12 10:26:08,559|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-12 10:26:08,559|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-12 10:26:08,559|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-12 10:26:08,559|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-12 10:26:08,569|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:26:12,267|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-12 10:26:12,267|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-12 10:26:12,267|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:12,267|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:26:12,283|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:26:12,320|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:26:16,249|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:26:16,257|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-12 10:26:16,257|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-12 10:26:16,267|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:26:19,282|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-12 10:26:19,282|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-12 10:26:19,282|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:19,282|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-12 10:26:19,298|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:26:19,329|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:26:21,320|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-12 10:26:21,336|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-12 10:26:21,336|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-12 10:26:25,278|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-12 10:26:25,278|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-12 10:26:25,278|INFO |main| IShield - # command :list

2021-03-12 10:26:25,278|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:25,278|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-12 10:26:25,293|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-12 10:26:25,293|DEBUG|Thread-35| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102503\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102524\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102529\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102535\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102550\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102613\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102619\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:26:29,278|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-12 10:26:29,278|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-12 10:26:29,278|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-12 10:26:29,278|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:29,278|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-12 10:26:31,675|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-12 10:26:31,675|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:26:35,283|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:26:35,283|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-12 10:26:35,283|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:35,283|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-12 10:26:37,451|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-12 10:26:37,451|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:26:41,279|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:26:41,279|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-12 10:26:41,279|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:41,279|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-12 10:26:41,811|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-12 10:26:41,811|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:26:45,289|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:26:45,289|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-12 10:26:45,289|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:45,289|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-12 10:26:45,605|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-12 10:26:45,605|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:26:49,278|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:26:49,280|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-12 10:26:49,280|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:49,280|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-12 10:26:49,796|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-12 10:26:49,796|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:26:53,294|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:26:53,294|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-12 10:26:53,294|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:53,294|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-12 10:26:53,641|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-12 10:26:53,641|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:26:57,299|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:26:57,299|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-12 10:26:57,299|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:26:57,299|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-12 10:26:57,646|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-12 10:26:57,646|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:01,319|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:01,319|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-12 10:27:01,319|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:01,319|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-12 10:27:01,679|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-12 10:27:01,679|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:05,310|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:05,310|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-12 10:27:05,310|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:05,310|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-12 10:27:05,697|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-12 10:27:05,697|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:09,306|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:09,306|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-12 10:27:09,306|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:09,306|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-12 10:27:09,607|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-12 10:27:09,607|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:13,312|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:13,312|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-12 10:27:13,312|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:13,312|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-12 10:27:13,450|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-12 10:27:13,450|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:17,321|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:17,321|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-12 10:27:17,321|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:17,321|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-12 10:27:17,474|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-12 10:27:17,474|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:21,311|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:21,311|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-12 10:27:21,311|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:21,311|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-12 10:27:21,480|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-12 10:27:21,480|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:25,317|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:25,317|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-12 10:27:25,317|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:25,317|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-12 10:27:25,471|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-12 10:27:25,471|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:29,306|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:29,306|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-12 10:27:29,306|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:29,306|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-12 10:27:29,476|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-12 10:27:29,476|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:33,305|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:33,307|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-12 10:27:33,307|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:33,307|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-12 10:27:33,488|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-12 10:27:33,488|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:37,313|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:37,313|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-12 10:27:37,313|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:37,313|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-12 10:27:37,466|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-12 10:27:37,466|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:41,316|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:41,316|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-12 10:27:41,316|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:41,316|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-12 10:27:41,469|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-12 10:27:41,469|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:45,309|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:45,309|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-12 10:27:45,309|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:45,309|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-12 10:27:45,478|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-12 10:27:45,478|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:49,318|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:49,318|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-12 10:27:49,318|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:49,318|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-12 10:27:49,472|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-12 10:27:49,472|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:53,312|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-12 10:27:53,312|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-12 10:27:53,312|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:53,312|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-12 10:27:53,544|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-12 10:27:53,544|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:27:57,324|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-12 10:27:57,324|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-12 10:27:57,324|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:27:57,324|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-12 10:28:05,891|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-12 10:28:05,891|DEBUG|Thread-58| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,331|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-12 10:28:09,462|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-12 10:28:09,514|INFO |main| IShield - command :list

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-12 10:28:09,530|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-12 10:28:09,530|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.K\_kFsmYy\_G-WGWvDOTE0eg, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:28:09,530|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.LudtYNpAqbGdL9Owwr-t5g

2021-03-12 10:28:09,530|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.LudtYNpAqbGdL9Owwr-t5g created

2021-03-12 10:28:14,329|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-12 10:28:14,329|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-12 10:28:14,478|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-12 10:28:14,478|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:28:14,478|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-12 10:28:14,478|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-12 10:28:14,493|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-12 10:28:14,493|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-12 10:28:14,493|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-12 10:28:14,493|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-12 10:28:14,493|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-12 10:28:14,498|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-12 10:28:14,498|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102503\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102524\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102529\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102535\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102550\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102613\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102619\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:28:18,508|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-12 10:28:18,508|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-12 10:28:18,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-12 10:28:18,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:28:18,514|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-12 10:28:18,514|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:28:18,514|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-12 10:28:19,329|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-12 10:28:19,329|DEBUG|Thread-68| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:28:22,527|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-12 10:28:22,527|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-12 10:28:22,527|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:28:22,527|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-12 10:28:22,527|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-12 10:28:26,532|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-12 10:28:26,648|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-12 10:28:35,859|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-12 10:28:35,859|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:28:35,859|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-12 10:28:35,859|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-12 10:28:35,869|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-12 10:28:35,869|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-12 10:28:39,068|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-12 10:28:39,068|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:39,333|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:39,597|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:39,862|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:40,115|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:40,368|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:40,633|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:40,900|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:41,152|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:41,416|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:41,670|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:41,933|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:42,185|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:42,449|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:42,702|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:42,971|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:43,225|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:43,487|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:43,750|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:44,006|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:44,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-12 10:28:44,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-12 10:28:44,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8199ms.

2021-03-12 10:28:44,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8199ms.

2021-03-12 10:28:44,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-12 10:28:44,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-12 10:28:46,673|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-12 10:28:46,673|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:46,942|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:47,193|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:47,459|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:47,722|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:47,976|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:48,241|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:48,509|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:48,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:49,018|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:49,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:49,536|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:49,790|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:50,053|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:50,319|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:50,586|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:50,852|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:51,119|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:51,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:51,625|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:51,894|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:52,147|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:52,411|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:52,674|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:52,927|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:53,179|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:53,443|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:53,696|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:53,959|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:54,223|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:54,475|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTED, desired states: [STARTED]

2021-03-12 10:28:54,475|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-12 10:28:54,475|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 9901ms.

2021-03-12 10:28:54,475|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 9901ms.

2021-03-12 10:28:54,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-12 10:28:54,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-12 10:28:54,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-12 10:28:56,896|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-12 10:28:56,912|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:57,164|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:57,428|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:57,692|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:57,947|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:58,216|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:58,479|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:58,733|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:58,995|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:59,249|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:59,519|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:28:59,782|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:00,036|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:00,299|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:00,552|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:00,822|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:01,085|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:01,353|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:01,618|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:01,883|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:02,136|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7414ms.

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7414ms.

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-12 10:29:02,142|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-12 10:29:05,136|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-12 10:29:05,136|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:05,398|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:05,652|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:05,922|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:06,176|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:06,439|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:06,702|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:06,956|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:07,221|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:07,479|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:07,743|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:07,998|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:08,252|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:08,515|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:08,769|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:09,032|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:09,286|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:09,549|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:09,803|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:10,066|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:10,319|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:10,591|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:10,851|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:11,105|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:11,368|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:11,621|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:11,888|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:12,152|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:12,415|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:12,678|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:12,931|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:13,185|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:13,448|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:13,711|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:13,965|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:14,220|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:14,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:14,752|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:15,010|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-12 10:29:15,273|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTED, desired states: [STARTED]

2021-03-12 10:29:15,273|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-12 10:29:15,273|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 12744ms.

2021-03-12 10:29:15,273|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 12744ms.

2021-03-12 10:29:15,273|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-12 10:29:15,273|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-12 10:29:15,283|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-12 10:29:15,283|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-12 10:29:15,283|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-12 10:29:15,313|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-12 10:29:15,313|DEBUG|Thread-70| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:29:18,967|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-12 10:29:18,967|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-12 10:29:18,967|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:29:18,967|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-12 10:29:18,967|INFO |Thread-73| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-12 10:29:18,983|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-12 10:29:18,983|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-12 10:29:22,971|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-12 10:29:23,002|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:23,002|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:29:23,002|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-12 10:29:32,385|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-12 10:29:32,385|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:29:36,021|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:36,021|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:36,021|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:29:36,021|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:29:43,286|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-12 10:29:43,286|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:29:47,043|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:47,043|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:47,043|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:29:47,043|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:29:54,091|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-12 10:29:54,091|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:29:58,040|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:58,239|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:29:58,239|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:29:58,239|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:30:05,229|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-12 10:30:05,229|DEBUG|Thread-77| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:30:09,228|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:09,432|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:09,432|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:09,432|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:30:16,417|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-12 10:30:16,417|DEBUG|Thread-78| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:30:19,443|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:19,666|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:19,666|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:19,666|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:30:26,668|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-12 10:30:26,668|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:30:30,683|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:30,683|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{D31E7169-433B-4C8A-A9FA-D5F823E84C78}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:30,685|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:30,685|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{D31E7169-433B-4C8A-A9FA-D5F823E84C78}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:30:37,832|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{D31E7169-433B-4C8A-A9FA-D5F823E84C78}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-12 10:30:37,832|DEBUG|Thread-80| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{D31E7169-433B-4C8A-A9FA-D5F823E84C78}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:30:41,686|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{D31E7169-433B-4C8A-A9FA-D5F823E84C78}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:30:41,688|INFO |main| IShield - command : set autostart.mode=off

2021-03-12 10:30:41,688|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:41,688|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-12 10:30:41,697|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-12 10:30:45,695|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-12 10:30:45,695|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-12 10:30:45,695|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:45,695|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-12 10:30:45,695|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-12 10:30:49,687|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-12 10:30:49,687|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-12 10:30:49,919|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131"

2021-03-12 10:30:49,919|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:49,919|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131]]

2021-03-12 10:30:49,927|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131]]: OK

2021-03-12 10:30:53,937|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131 on node localhost

2021-03-12 10:30:53,937|INFO |main| IShield - command : enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-12 10:30:53,937|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:30:53,937|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-12 10:31:01,253|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default: OK

2021-03-12 10:31:01,253|DEBUG|Thread-84| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:31:04,961|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local.

2021-03-12 10:31:05,014|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-12 10:31:05,014|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:05,014|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-12 10:31:05,030|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-12 10:31:09,022|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-12 10:31:09,022|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-12 10:31:09,022|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:09,022|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-12 10:31:09,022|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:31:09,022|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand failed

2021-03-12 10:31:09,122|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: START\_ERROR\_INSTANCE\_ALREADY\_STARTED

2021-03-12 10:31:09,122|DEBUG|Thread-86| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=null, error=null, errors=[Error [ message="The runnable instance umcadmin\_local is already started", error code= START\_ERROR\_INSTANCE\_ALREADY\_STARTED]], warnings=[]}

2021-03-12 10:31:09,122|ERROR|Thread-86| com.softwareag.aris.setup.xlayer.main.Error - Code: 10100 Message: Could not start all runnables on node localhost.

The runnable instance umcadmin\_local is already started

2021-03-12 10:31:13,033|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-12 10:31:13,033|INFO |main| IShield - sz\_stderr : Could not start all runnables on node localhost. The runnable instance umcadmin\_local is already started

2021-03-12 10:31:13,033|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-12 10:31:13,033|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:13,033|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-12 10:31:13,033|INFO |Thread-88| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-12 10:31:13,033|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-12 10:31:13,033|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-12 10:31:17,034|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0mslhost:13131/repo on node localhost.

2021-03-12 10:31:17,551|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:17,551|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:17,551|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:24,632|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-12 10:31:24,632|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:31:28,569|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-12 10:31:28,570|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:28,570|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:28,570|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:35,600|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-12 10:31:35,600|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:31:39,559|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-12 10:31:39,559|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:39,559|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:39,559|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:46,615|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-12 10:31:46,615|DEBUG|Thread-92| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:31:50,555|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-12 10:31:50,555|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:50,555|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:31:50,555|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:31:57,593|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-12 10:31:57,593|DEBUG|Thread-93| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:32:01,579|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-12 10:32:01,579|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:32:01,579|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:32:01,579|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:32:08,598|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-12 10:32:08,598|DEBUG|Thread-94| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:32:12,587|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-12 10:32:12,587|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:32:12,587|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:32:12,587|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-12 10:32:19,600|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-12 10:32:19,600|DEBUG|Thread-95| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:32:23,616|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-12 10:32:23,812|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-12 10:32:23,812|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:32:23,812|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-12 10:32:30,876|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-12 10:32:30,876|DEBUG|Thread-96| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:32:34,810|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-12 10:32:34,910|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-12 10:32:34,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:32:34,910|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-12 10:32:41,958|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-12 10:32:41,958|DEBUG|Thread-97| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:32:45,918|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-12 10:32:46,219|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:32:46,219|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:32:46,219|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:32:53,262|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-12 10:32:53,262|DEBUG|Thread-98| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:32:57,215|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:32:57,215|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:32:57,215|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:32:57,215|INFO |Thread-100| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-12 10:33:04,278|INFO |Thread-100| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-12 10:33:04,278|DEBUG|Thread-100| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-12 10:33:08,232|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-12 10:33:08,232|INFO |main| IShield - command : stopall

2021-03-12 10:33:08,232|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:33:08,232|INFO |Thread-102| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-12 10:33:08,232|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:33:08,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-12 10:33:08,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-12 10:33:11,691|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-12 10:33:11,706|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 3694ms.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 3694ms.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-12 10:33:11,960|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-12 10:33:18,725|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-12 10:33:18,725|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 7015ms.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 7015ms.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-12 10:33:18,994|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-12 10:33:21,766|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-12 10:33:21,766|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-12 10:33:22,029|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 3022ms.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 3022ms.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-12 10:33:22,035|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-12 10:33:24,956|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-12 10:33:24,956|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-12 10:33:24,956|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-12 10:33:24,956|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-12 10:33:25,043|INFO |Thread-102| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-12 10:33:25,043|DEBUG|Thread-102| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:33:28,278|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-12 10:33:28,278|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-12 10:33:28,278|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:33:28,278|INFO |Thread-104| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-12 10:33:28,294|INFO |Thread-104| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-12 10:33:32,275|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-12 10:33:32,490|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-12 10:33:32,490|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-12 10:33:32,490|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-12 10:33:32,492|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-12 10:33:32,500|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-12 10:33:32,500|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-12 10:33:32,502|INFO |main| IShield - CopyFile C:\Users\bboyadzhiev2\OneDrive - DXC Production\OPF\Aris\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-12 10:33:32,561|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/lic,null}

2021-03-12 10:33:32,561|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-12 10:33:32,659|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-12 10:35:09,585|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation StartAllCommand

2021-03-12 10:36:09,589|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing FAILED long running operation StartAllCommand

2021-03-12 10:36:18,721|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-12 10:36:18,770|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-12 10:46:38,458|INFO |main| IShield - Setup start ######################################################################################################

2021-03-12 10:46:38,720|INFO |main| IShield - CMD : oem01

2021-03-12 10:46:38,720|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-12 10:46:38,720|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-12 10:46:38,736|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-12 10:46:39,494|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-12 10:46:39,494|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-12 10:46:39,494|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-12 10:46:42,917|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-12 10:46:43,095|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-12 10:46:43,095|INFO |main| IShield - # command : list

2021-03-12 10:46:43,334|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,334|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,334|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,334|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,334|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,334|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-12 10:46:43,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-12 10:46:43,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:46:43,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:46:43,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,403|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,403|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-12 10:46:43,418|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-12 10:46:43,418|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-12 10:46:43,449|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-12 10:46:44,076|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-12 10:46:44,076|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-12 10:46:44,076|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 2 lock files, checking if these files are still alive.

2021-03-12 10:46:44,076|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.K\_kFsmYy\_G-WGWvDOTE0eg can be locked, left-over from previous instance

2021-03-12 10:46:44,076|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.LudtYNpAqbGdL9Owwr-t5g can be locked, left-over from previous instance

2021-03-12 10:46:44,076|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:46:44,092|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:46:44,092|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-12 10:46:44,092|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.JS\_Xq39SmJyiVOpd7LE3EA

2021-03-12 10:46:44,092|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.JS\_Xq39SmJyiVOpd7LE3EA created

2021-03-12 10:46:48,932|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-12 10:46:48,932|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-12 10:46:49,317|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-12 10:46:49,317|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-12 10:46:49,333|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-12 10:46:49,333|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-12 10:46:49,349|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-12 10:46:49,349|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-12 10:46:49,349|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-12 10:46:49,349|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-12 10:46:49,349|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-12 10:46:49,380|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-12 10:46:49,380|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102503\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=8009, averageStartupTime=8174, startTimestamp=1615538201321, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102524\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7538, averageStartupTime=7538, startTimestamp=1615537734484, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@828b56}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102529\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10115, averageStartupTime=10109, startTimestamp=1615538209763, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@187f0e6}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102535\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=12939, averageStartupTime=12939, startTimestamp=1615537742142, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1c3840b}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102550\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102613\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210312.102619\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:46:53,345|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-12 10:46:53,347|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-12 10:46:53,347|INFO |main| IShield - command :abort all tasks

2021-03-12 10:46:53,347|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:46:53,347|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-12 10:46:53,386|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-12 10:46:53,386|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-12 10:46:57,360|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-12 10:46:57,360|INFO |main| IShield - command :killall

2021-03-12 10:46:57,360|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:46:57,360|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 10:46:57,360|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 10:46:57,375|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:46:57,375|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,391|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,407|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-12 10:46:57,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:46:57,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:46:57,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-12 10:46:57,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-12 10:46:57,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:46:57,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:46:57,434|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:46:57,434|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:46:57,434|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-12 10:46:57,434|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,434|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-12 10:46:57,434|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 10:46:57,444|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 10:46:57,460|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 10:46:57,460|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:47:01,369|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-12 10:47:01,369|INFO |main| IShield - command :quick killall

2021-03-12 10:47:01,369|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:01,369|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-12 10:47:01,369|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-12 10:47:01,447|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-12 10:47:01,447|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-12 10:47:01,447|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-12 10:47:01,469|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-12 10:47:01,469|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-12 10:47:05,377|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-12 10:47:05,377|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-12 10:47:05,377|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:05,377|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-12 10:47:05,392|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-12 10:47:09,371|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-12 10:47:09,371|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-12 10:47:09,371|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:09,371|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-12 10:47:09,371|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-12 10:47:09,371|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-12 10:47:13,377|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-12 10:47:13,377|INFO |main| IShield - command :killall

2021-03-12 10:47:13,377|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:13,377|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 10:47:13,377|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-12 10:47:13,377|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-12 10:47:13,392|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:47:13,408|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:47:13,424|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-12 10:47:13,439|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-12 10:47:13,446|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 10:47:13,461|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 10:47:13,477|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 10:47:13,477|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-12 10:47:17,374|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-12 10:47:17,374|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-12 10:47:17,374|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:17,374|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-12 10:47:17,374|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-12 10:47:21,377|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-12 10:47:21,377|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-12 10:47:21,377|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:21,377|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-12 10:47:21,392|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-12 10:47:21,392|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-12 10:47:25,375|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-12 10:47:25,377|INFO |main| IShield - command :force deconfigureall

2021-03-12 10:47:25,377|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:25,379|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-12 10:47:25,380|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-12 10:47:28,014|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 164.83 GB

2021-03-12 10:47:28,014|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.18 MB ( incl. extension factor 1.2)

2021-03-12 10:47:28,014|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-12 10:47:28,671|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-12 10:47:29,181|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-12 10:47:31,119|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-12 10:47:39,551|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-12 10:47:51,190|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-12 10:47:52,222|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-12 10:47:52,770|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-12 10:47:52,801|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-12 10:47:52,801|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102503\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=8174, lastStartupTime=8009, startTimestamp=1615538201321, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102524\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7538, lastStartupTime=7538, startTimestamp=1615537734484, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102529\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10109, lastStartupTime=10115, startTimestamp=1615538209763, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102535\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=12939, lastStartupTime=12939, startTimestamp=1615537742142, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, UNKNOWN, STARTING, STARTED, STOPPED, DEACTIVATED, DOWN, STOPPING]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102550\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, UNKNOWN, STARTING, STARTED, STOPPED, DEACTIVATED, DOWN, STOPPING]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, UNKNOWN, STARTING, STARTED, STOPPED, DEACTIVATED, DOWN, STOPPING]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102613\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210312.102619\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-12 10:47:56,448|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-12 10:47:56,448|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-12 10:47:56,448|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:47:56,448|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-12 10:47:56,448|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-12 10:48:00,452|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-12 10:48:00,452|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-12 10:48:00,452|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:48:00,452|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-12 10:48:00,452|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-12 10:48:00,452|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-12 10:48:04,465|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-12 10:48:04,465|INFO |main| IShield - command :killall

2021-03-12 10:48:04,465|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:48:04,465|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-12 10:48:04,465|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-12 10:48:04,465|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-12 10:48:04,565|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-12 10:48:04,565|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-12 10:48:08,474|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-12 10:48:08,474|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-12 10:48:08,474|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:48:08,474|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-12 10:48:08,474|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-12 10:48:12,488|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-12 10:48:12,488|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-12 10:48:12,488|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-12 10:48:12,488|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-12 10:48:12,488|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-12 10:48:12,488|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-12 10:48:16,498|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-12 10:48:33,185|INFO |main| IShield - Kill Tasks : ;;

2021-03-12 10:48:33,185|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-12 10:48:47,394|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISTOOLS

2021-03-12 10:48:47,394|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-12 10:48:47,394|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-12 10:52:43,242|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-12 10:52:43,242|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-12 10:52:43,242|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-12 10:53:43,250|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-12 10:53:43,250|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-12 11:03:57,372|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-12 11:03:57,373|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-12 11:04:02,497|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-12 11:04:02,550|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-14 16:23:41,719|INFO |main| IShield - Setup start ######################################################################################################

2021-03-14 16:23:42,248|INFO |main| IShield - CMD : oem01

2021-03-14 16:23:42,248|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-14 16:23:42,248|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-14 16:23:42,264|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-14 16:23:43,195|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-14 16:23:43,195|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-14 16:23:43,199|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-14 16:23:45,972|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-14 16:23:51,101|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-14 16:23:57,621|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-14 16:24:20,802|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:24:26,060|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-14 16:24:26,061|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-14 16:24:26,066|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-14 16:26:35,722|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:26:37,839|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-14 16:26:41,851|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:26:44,380|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-14 16:26:44,380|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-14 16:26:44,396|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-14 16:27:55,027|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:27:56,155|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-14 16:28:02,269|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:28:05,242|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-14 16:28:05,243|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-14 16:28:05,248|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-14 16:29:47,979|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:29:49,051|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-14 16:29:51,473|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-14 16:29:52,691|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-14 16:29:55,959|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-14 16:30:02,471|INFO |main| IShield - OnAbort

2021-03-14 16:32:42,745|INFO |main| IShield - Setup start ######################################################################################################

2021-03-14 16:32:42,936|INFO |main| IShield - CMD : oem01

2021-03-14 16:32:42,936|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-14 16:32:42,936|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-14 16:32:42,936|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-14 16:32:43,680|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-14 16:32:43,680|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-14 16:32:43,696|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-14 16:32:47,064|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-14 16:32:51,785|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-14 16:32:55,950|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-14 16:33:01,549|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-14 16:33:04,743|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-14 16:33:04,744|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-14 16:33:04,749|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-14 16:33:24,023|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-14 16:33:24,023|INFO |main| IShield - Dialog : lic.source C:\Users\bboyadzhiev2\Downloads\DXC\DXC\For\_DXC.zip

2021-03-14 16:33:24,023|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-14 16:33:31,674|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-14 16:33:32,678|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-14 16:33:33,117|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-14 16:33:33,767|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-14 16:33:33,767|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-14 16:33:35,551|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-14 16:33:37,102|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-14 16:33:38,637|INFO |main| IShield - close Firewall port : 14051

2021-03-14 16:33:38,822|INFO |main| IShield - open Firewall port : 14051

2021-03-14 16:33:39,238|INFO |main| IShield - close Firewall port : 44687

2021-03-14 16:33:39,423|INFO |main| IShield - open Firewall port : 44687

2021-03-14 16:33:39,956|INFO |main| IShield - close Firewall port : 14050

2021-03-14 16:33:40,141|INFO |main| IShield - open Firewall port : 14050

2021-03-14 16:33:40,742|INFO |main| IShield - close Firewall port : 14048

2021-03-14 16:33:40,927|INFO |main| IShield - open Firewall port : 14048

2021-03-14 16:33:42,030|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-14 16:33:42,816|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-14 16:34:01,938|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-14 16:34:15,516|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-14 16:34:17,408|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-14 16:34:38,983|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect

2021-03-14 16:34:38,983|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-14 16:34:39,011|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-14 16:34:39,238|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,253|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,253|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-14 16:34:39,284|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,284|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-14 16:34:39,300|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-14 16:34:39,300|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-14 16:34:39,300|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-14 16:34:39,316|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-14 16:34:39,316|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-14 16:34:39,316|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-14 16:34:39,316|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.JS\_Xq39SmJyiVOpd7LE3EA can be locked, left-over from previous instance

2021-03-14 16:34:39,316|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-14 16:34:39,322|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-14 16:34:39,322|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-14 16:34:39,322|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.aXoL7lSUGhQmmcWPzYtAEQ

2021-03-14 16:34:39,322|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.aXoL7lSUGhQmmcWPzYtAEQ created

2021-03-14 16:34:44,270|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-14 16:34:44,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-14 16:34:44,729|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-14 16:34:44,729|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-14 16:34:44,729|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-14 16:34:44,729|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-14 16:34:44,731|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-14 16:34:44,743|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-14 16:34:48,731|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-14 16:34:48,901|INFO |main| IShield - command :list

2021-03-14 16:34:48,901|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:34:48,901|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-14 16:34:48,916|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-14 16:34:48,916|DEBUG|Thread-18| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:34:52,920|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-14 16:34:52,967|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-14 16:34:52,967|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:34:52,967|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-14 16:34:52,989|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-14 16:34:56,977|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-14 16:34:56,977|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-14 16:34:56,978|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:34:56,979|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-14 16:34:56,987|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-14 16:35:00,991|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-14 16:35:00,993|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-14 16:35:00,993|INFO |main| IShield - # command : list

2021-03-14 16:35:00,993|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:00,993|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-14 16:35:01,001|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-14 16:35:01,001|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:35:04,994|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-14 16:35:04,997|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-14 16:35:05,000|INFO |main| IShield - command :abort all tasks

2021-03-14 16:35:05,000|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:05,002|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-14 16:35:05,030|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-14 16:35:05,030|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-14 16:35:08,997|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-14 16:35:08,997|INFO |main| IShield - command :killall

2021-03-14 16:35:08,997|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:08,997|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-14 16:35:08,997|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-14 16:35:08,997|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-14 16:35:09,013|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-14 16:35:09,098|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-14 16:35:09,098|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-14 16:35:13,008|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-14 16:35:13,008|INFO |main| IShield - command :quick killall

2021-03-14 16:35:13,008|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:13,008|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-14 16:35:13,008|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-14 16:35:13,108|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-14 16:35:13,108|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-14 16:35:13,108|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-14 16:35:13,209|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-14 16:35:13,209|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-14 16:35:16,994|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-14 16:35:17,002|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-14 16:35:17,002|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:17,005|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:35:17,018|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:17,020|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:17,896|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:17,897|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:19,820|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:35:19,830|WARN |Thread-27| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:35:19,830|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:35:19,830|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-14 16:35:19,830|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:35:22,998|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-14 16:35:23,000|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-14 16:35:23,000|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:23,000|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:35:23,010|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:23,041|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:36,266|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-14 16:35:36,266|ERROR|Thread-28| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-14 16:35:40,017|INFO |main| IShield - sz\_stdout :

2021-03-14 16:35:40,017|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-14 16:35:40,017|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-14 16:35:40,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:40,017|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:35:40,017|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:40,064|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:41,120|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:35:41,120|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:35:41,120|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:35:41,120|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-14 16:35:41,120|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-14 16:35:41,135|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:35:45,010|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-14 16:35:45,016|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-14 16:35:45,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:45,018|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:35:45,024|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:45,049|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:46,854|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:35:46,858|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:35:46,858|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:35:46,858|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-14 16:35:46,858|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-14 16:35:46,858|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-14 16:35:46,865|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:35:50,028|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-14 16:35:50,028|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-14 16:35:50,028|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:35:50,028|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:35:50,043|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:50,081|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:35:59,588|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:35:59,598|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:35:59,598|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:35:59,598|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-14 16:35:59,598|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-14 16:35:59,598|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-14 16:35:59,598|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-14 16:35:59,608|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:36:03,025|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-14 16:36:03,025|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-14 16:36:03,025|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:03,025|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:36:03,040|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:36:03,078|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:36:24,894|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:36:24,901|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:36:24,901|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:36:24,901|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-14 16:36:24,901|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-14 16:36:24,901|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-14 16:36:24,901|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-14 16:36:24,901|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-14 16:36:24,909|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:36:28,094|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-14 16:36:28,094|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-14 16:36:28,094|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:28,100|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:36:28,100|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:36:28,132|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:36:32,114|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:36:32,114|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-14 16:36:32,121|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:36:36,105|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-14 16:36:36,105|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-14 16:36:36,105|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:36,105|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-14 16:36:36,120|WARN |Thread-35| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:36:36,158|WARN |Thread-35| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-14 16:36:38,184|WARN |Thread-35| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-14 16:36:38,184|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-14 16:36:38,200|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-14 16:36:42,106|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-14 16:36:42,112|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-14 16:36:42,112|INFO |main| IShield - # command :list

2021-03-14 16:36:42,112|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:42,112|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-14 16:36:42,112|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-14 16:36:42,112|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163518\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163540\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163545\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163551\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163606\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163629\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163636\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:36:46,114|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-14 16:36:46,120|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-14 16:36:46,120|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-14 16:36:46,120|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:46,120|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-14 16:36:48,521|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-14 16:36:48,521|DEBUG|Thread-37| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:36:52,130|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:36:52,130|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-14 16:36:52,130|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:52,130|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-14 16:36:54,271|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-14 16:36:54,271|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:36:58,140|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:36:58,140|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-14 16:36:58,140|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:36:58,140|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-14 16:36:58,684|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-14 16:36:58,684|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:02,151|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:02,151|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-14 16:37:02,151|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:02,151|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-14 16:37:02,459|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-14 16:37:02,459|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:06,163|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:06,163|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-14 16:37:06,163|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:06,163|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-14 16:37:06,711|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-14 16:37:06,711|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:10,165|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:10,165|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-14 16:37:10,165|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:10,165|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-14 16:37:10,519|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-14 16:37:10,519|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:14,167|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:14,169|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-14 16:37:14,169|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:14,169|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-14 16:37:14,530|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-14 16:37:14,530|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:18,174|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:18,174|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-14 16:37:18,174|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:18,174|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-14 16:37:18,541|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-14 16:37:18,541|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:22,177|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:22,177|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-14 16:37:22,177|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:22,177|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-14 16:37:22,555|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-14 16:37:22,555|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:26,184|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:26,184|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-14 16:37:26,184|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:26,184|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-14 16:37:26,495|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-14 16:37:26,495|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:30,197|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:30,197|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-14 16:37:30,197|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:30,197|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-14 16:37:30,344|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-14 16:37:30,344|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:34,203|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:34,203|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-14 16:37:34,203|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:34,203|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-14 16:37:34,365|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-14 16:37:34,365|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:38,208|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:38,208|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-14 16:37:38,208|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:38,208|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-14 16:37:38,362|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-14 16:37:38,362|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:42,232|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:42,232|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-14 16:37:42,232|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:42,232|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-14 16:37:42,379|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-14 16:37:42,379|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:46,228|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:46,231|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-14 16:37:46,232|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:46,232|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-14 16:37:46,396|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-14 16:37:46,396|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:50,234|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:50,234|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-14 16:37:50,234|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:50,234|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-14 16:37:50,403|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-14 16:37:50,403|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:54,230|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:54,230|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-14 16:37:54,230|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:54,230|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-14 16:37:54,393|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-14 16:37:54,393|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:37:58,228|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:37:58,231|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-14 16:37:58,231|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:37:58,231|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-14 16:37:58,393|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-14 16:37:58,393|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:38:02,229|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:38:02,229|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-14 16:38:02,229|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:02,229|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-14 16:38:02,398|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-14 16:38:02,398|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:38:06,238|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:38:06,238|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-14 16:38:06,238|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:06,238|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-14 16:38:06,385|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-14 16:38:06,385|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:38:10,234|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-14 16:38:10,234|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-14 16:38:10,234|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:10,234|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-14 16:38:10,480|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-14 16:38:10,480|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:38:14,237|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-14 16:38:14,237|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-14 16:38:14,237|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:14,237|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-14 16:38:22,551|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-14 16:38:22,551|DEBUG|Thread-58| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,244|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-14 16:38:26,360|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-14 16:38:26,410|INFO |main| IShield - command :list

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,410|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,410|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-14 16:38:26,426|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-14 16:38:26,426|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-14 16:38:26,426|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-14 16:38:26,444|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-14 16:38:26,444|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-14 16:38:26,445|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-14 16:38:26,445|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.aXoL7lSUGhQmmcWPzYtAEQ, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-14 16:38:26,445|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.nm00d9lK90MVbStarjdU3w

2021-03-14 16:38:26,446|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.nm00d9lK90MVbStarjdU3w created

2021-03-14 16:38:31,266|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-14 16:38:31,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-14 16:38:31,410|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-14 16:38:31,410|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-14 16:38:31,410|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-14 16:38:31,410|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-14 16:38:31,420|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-14 16:38:31,420|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-14 16:38:31,420|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-14 16:38:31,420|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-14 16:38:31,420|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-14 16:38:31,440|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-14 16:38:31,440|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163518\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163540\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163545\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163551\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163606\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163629\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163636\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:38:35,434|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-14 16:38:35,435|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-14 16:38:35,441|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-14 16:38:35,441|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:38:35,441|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-14 16:38:35,441|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:35,441|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-14 16:38:36,245|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-14 16:38:36,245|DEBUG|Thread-68| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:38:39,441|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-14 16:38:39,441|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-14 16:38:39,441|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:39,441|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-14 16:38:39,441|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-14 16:38:43,440|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-14 16:38:45,757|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-14 16:38:45,757|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:38:45,765|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-14 16:38:45,765|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-14 16:38:45,765|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-14 16:38:45,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-14 16:38:49,034|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-14 16:38:49,034|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:49,298|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:49,551|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:49,814|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:50,067|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:50,330|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:50,586|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:50,868|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:51,131|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:51,384|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:51,653|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:51,916|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:52,169|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:52,432|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:52,685|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:52,953|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:53,221|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:53,488|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:53,753|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:54,003|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:54,266|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-14 16:38:54,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-14 16:38:54,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8259ms.

2021-03-14 16:38:54,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8259ms.

2021-03-14 16:38:54,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-14 16:38:54,272|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-14 16:38:56,684|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-14 16:38:56,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:56,938|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:57,190|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:57,442|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:57,695|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:57,947|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:58,199|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:58,455|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:58,714|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:58,980|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:59,240|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:59,494|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:38:59,757|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:00,010|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:00,280|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:00,543|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:00,797|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:01,060|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:01,314|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:01,584|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:01,847|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:02,101|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:02,364|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:02,617|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:02,886|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:03,149|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:03,403|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:03,666|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:03,925|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:04,189|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:04,442|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:04,694|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:04,948|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 8000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-14 16:39:04,950|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-14 16:39:04,950|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 10412ms.

2021-03-14 16:39:04,950|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 10412ms.

2021-03-14 16:39:04,952|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-14 16:39:04,952|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-14 16:39:04,952|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-14 16:39:07,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-14 16:39:07,371|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:07,624|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:07,878|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:08,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:08,384|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:08,635|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:08,887|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:09,158|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:09,421|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:09,677|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:09,934|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:10,187|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:10,458|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:10,721|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:10,975|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:11,238|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:11,492|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:11,761|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:12,023|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:12,278|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:12,542|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-14 16:39:12,542|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-14 16:39:12,542|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7415ms.

2021-03-14 16:39:12,542|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7415ms.

2021-03-14 16:39:12,542|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-14 16:39:12,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-14 16:39:12,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-14 16:39:12,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-14 16:39:15,574|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-14 16:39:15,574|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:15,846|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:16,102|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:16,365|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:16,619|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:16,871|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:17,123|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:17,376|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:17,629|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:17,883|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:18,137|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:18,391|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:18,653|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:18,916|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:19,170|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:19,433|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:19,687|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:19,951|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:20,205|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:20,475|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:20,738|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:20,991|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:21,254|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:21,508|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:21,777|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:22,041|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:22,295|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:22,558|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:22,812|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:23,075|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:23,335|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:23,591|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:23,855|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:24,109|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:24,371|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:24,625|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:24,877|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:25,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:25,384|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:25,637|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:25,888|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:26,154|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-14 16:39:26,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10500msec: Actual state: STARTED, desired states: [STARTED]

2021-03-14 16:39:26,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-14 16:39:26,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 13526ms.

2021-03-14 16:39:26,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 13526ms.

2021-03-14 16:39:26,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-14 16:39:26,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-14 16:39:26,425|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-14 16:39:26,425|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-14 16:39:26,425|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-14 16:39:26,480|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-14 16:39:26,481|DEBUG|Thread-70| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:39:29,812|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-14 16:39:29,812|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-14 16:39:29,812|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:39:29,812|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-14 16:39:29,812|INFO |Thread-72| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-14 16:39:29,812|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-14 16:39:29,812|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-14 16:39:33,818|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-14 16:39:33,850|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:39:33,850|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:39:33,850|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-14 16:39:43,411|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-14 16:39:43,411|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:39:46,838|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:39:46,839|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:39:46,840|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:39:46,841|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:39:54,074|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-14 16:39:54,074|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:39:57,853|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:39:57,853|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:39:57,853|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:39:57,853|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:40:04,916|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-14 16:40:04,916|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:40:08,855|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:09,071|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:09,071|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:40:09,071|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:40:16,103|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-14 16:40:16,103|DEBUG|Thread-77| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:40:20,085|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:20,269|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:20,269|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:40:20,269|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:40:27,289|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-14 16:40:27,289|DEBUG|Thread-78| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:40:31,302|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:31,518|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:31,518|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:40:31,518|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:40:38,495|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-14 16:40:38,495|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:40:41,538|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:41,538|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{B8E64BFD-D8E0-4A05-A7C7-A5600878AB88}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:41,538|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:40:41,538|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{B8E64BFD-D8E0-4A05-A7C7-A5600878AB88}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:40:48,718|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{B8E64BFD-D8E0-4A05-A7C7-A5600878AB88}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-14 16:40:48,718|DEBUG|Thread-80| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{B8E64BFD-D8E0-4A05-A7C7-A5600878AB88}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:40:52,555|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{B8E64BFD-D8E0-4A05-A7C7-A5600878AB88}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:40:52,555|INFO |main| IShield - command : set autostart.mode=off

2021-03-14 16:40:52,555|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:40:52,555|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-14 16:40:52,561|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-14 16:40:56,557|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-14 16:40:56,558|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-14 16:40:56,558|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:40:56,559|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-14 16:40:56,569|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-14 16:41:00,557|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-14 16:41:00,557|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-14 16:41:00,790|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131"

2021-03-14 16:41:00,790|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:00,790|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131]]

2021-03-14 16:41:00,790|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131]]: OK

2021-03-14 16:41:04,792|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131 on node localhost

2021-03-14 16:41:04,792|INFO |main| IShield - command : enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-14 16:41:04,793|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:04,794|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-14 16:41:12,099|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default: OK

2021-03-14 16:41:12,099|DEBUG|Thread-84| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:41:15,809|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local.

2021-03-14 16:41:15,856|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-14 16:41:15,856|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:15,856|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-14 16:41:15,872|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-14 16:41:19,874|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-14 16:41:19,874|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-14 16:41:19,874|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:19,874|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-14 16:41:19,874|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-14 16:41:19,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-14 16:41:19,890|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand failed

2021-03-14 16:41:19,974|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: START\_ERROR\_INSTANCE\_ALREADY\_STARTED

2021-03-14 16:41:19,974|DEBUG|Thread-86| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=null, error=null, errors=[Error [ message="The runnable instance umcadmin\_local is already started", error code= START\_ERROR\_INSTANCE\_ALREADY\_STARTED]], warnings=[]}

2021-03-14 16:41:19,974|ERROR|Thread-86| com.softwareag.aris.setup.xlayer.main.Error - Code: 10100 Message: Could not start all runnables on node localhost.

The runnable instance umcadmin\_local is already started

2021-03-14 16:41:23,869|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-14 16:41:23,869|INFO |main| IShield - sz\_stderr : Could not start all runnables on node localhost. The runnable instance umcadmin\_local is already started

2021-03-14 16:41:23,869|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-14 16:41:23,869|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:23,869|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-14 16:41:23,869|INFO |Thread-88| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-14 16:41:23,869|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-14 16:41:23,869|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-14 16:41:27,869|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0mslhost:13131/repo on node localhost.

2021-03-14 16:41:28,434|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:41:28,434|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:28,434|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:41:35,609|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-14 16:41:35,609|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:41:39,472|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-14 16:41:39,472|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:41:39,472|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:39,474|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:41:46,608|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-14 16:41:46,608|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:41:50,495|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-14 16:41:50,495|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:41:50,497|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:41:50,497|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:41:57,577|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-14 16:41:57,577|DEBUG|Thread-91| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:42:01,573|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-14 16:42:01,575|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:42:01,575|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:42:01,575|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:42:08,642|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-14 16:42:08,642|DEBUG|Thread-92| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:42:12,620|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-14 16:42:12,620|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:42:12,622|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:42:12,622|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:42:19,687|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-14 16:42:19,687|DEBUG|Thread-93| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:42:23,635|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-14 16:42:23,635|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:42:23,635|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:42:23,635|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-14 16:42:30,795|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-14 16:42:30,795|DEBUG|Thread-94| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:42:34,634|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-14 16:42:34,846|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-14 16:42:34,847|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:42:34,848|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-14 16:42:42,001|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-14 16:42:42,001|DEBUG|Thread-95| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:42:45,869|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-14 16:42:45,972|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-14 16:42:45,972|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:42:45,972|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-14 16:42:53,162|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-14 16:42:53,162|DEBUG|Thread-96| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:42:56,994|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-14 16:42:57,293|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:42:57,294|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:42:57,294|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:43:04,410|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-14 16:43:04,410|DEBUG|Thread-97| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:43:08,324|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:43:08,326|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:43:08,326|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:43:08,326|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-14 16:43:15,404|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-14 16:43:15,404|DEBUG|Thread-98| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-14 16:43:19,365|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-14 16:43:19,367|INFO |main| IShield - command : stopall

2021-03-14 16:43:19,367|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:43:19,367|INFO |Thread-99| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-14 16:43:19,367|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-14 16:43:19,367|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-14 16:43:19,375|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-14 16:43:19,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-14 16:43:19,385|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-14 16:43:19,388|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-14 16:43:23,047|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-14 16:43:23,047|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:23,317|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-14 16:43:23,317|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-14 16:43:23,317|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 3909ms.

2021-03-14 16:43:23,317|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 3909ms.

2021-03-14 16:43:23,317|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-14 16:43:23,317|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-14 16:43:23,325|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-14 16:43:23,325|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-14 16:43:23,325|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-14 16:43:30,132|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-14 16:43:30,134|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:30,398|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-14 16:43:30,398|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-14 16:43:30,398|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 7057ms.

2021-03-14 16:43:30,398|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 7057ms.

2021-03-14 16:43:30,398|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-14 16:43:30,406|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-14 16:43:30,408|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-14 16:43:30,408|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-14 16:43:30,408|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-14 16:43:30,408|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-14 16:43:33,221|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-14 16:43:33,221|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:33,476|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:33,739|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:34,004|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:34,265|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:34,520|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-14 16:43:34,771|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-14 16:43:34,773|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-14 16:43:34,774|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 4313ms.

2021-03-14 16:43:34,774|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 4313ms.

2021-03-14 16:43:34,775|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-14 16:43:34,778|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-14 16:43:34,780|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-14 16:43:34,782|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-14 16:43:34,784|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-14 16:43:34,784|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-14 16:43:34,784|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-14 16:43:37,734|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-14 16:43:37,734|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-14 16:43:37,735|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-14 16:43:37,735|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-14 16:43:37,828|INFO |Thread-99| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-14 16:43:37,829|DEBUG|Thread-99| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-14 16:43:41,462|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-14 16:43:41,464|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-14 16:43:41,464|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-14 16:43:41,464|INFO |Thread-101| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-14 16:43:41,474|INFO |Thread-101| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-14 16:43:45,464|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-14 16:43:45,678|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-14 16:43:45,679|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-14 16:43:45,681|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-14 16:43:45,682|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-14 16:43:45,690|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-14 16:43:45,691|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-14 16:43:45,697|INFO |main| IShield - CopyFile C:\Users\bboyadzhiev2\OneDrive - DXC Production\OPF\Aris\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-14 16:43:45,730|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/lic,null}

2021-03-14 16:43:45,730|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-14 16:43:45,831|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-14 16:43:51,966|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 10:53:42,460|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 10:53:43,221|INFO |main| IShield - CMD : oem01

2021-03-15 10:53:43,222|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 10:53:43,222|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-15 10:53:43,227|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 10:53:43,974|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 10:53:43,975|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 10:53:43,979|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-15 10:53:53,037|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-15 10:53:53,220|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 10:53:53,220|INFO |main| IShield - # command : list

2021-03-15 10:53:53,471|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,474|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,474|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,475|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,475|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,475|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,476|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,476|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,476|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,477|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,477|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,477|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,477|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 10:53:53,478|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 10:53:53,478|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 10:53:53,478|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 10:53:53,478|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 10:53:53,478|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,480|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,480|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,480|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,481|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,481|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,482|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,483|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,483|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,483|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,484|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,484|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,485|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,486|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,486|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,486|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,487|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,487|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,487|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,488|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,488|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,488|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,488|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 10:53:53,490|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 10:53:53,490|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,491|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,492|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,492|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,492|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,492|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,492|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,493|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,493|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,493|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,493|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 10:53:53,493|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 10:53:53,493|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,494|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,494|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,494|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,494|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,495|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,495|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,499|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,499|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,499|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,499|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 10:53:53,499|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 10:53:53,499|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,500|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,500|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,500|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,500|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,501|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,501|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,501|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,501|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,501|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,501|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 10:53:53,501|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 10:53:53,501|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,502|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 10:53:53,502|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 10:53:53,502|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,502|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 10:53:53,502|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 10:53:53,502|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 10:53:53,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 10:53:53,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 10:53:53,503|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 10:53:53,503|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,504|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 10:53:53,504|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 10:53:53,504|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,505|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 10:53:53,505|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 10:53:53,505|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,505|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 10:53:53,505|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 10:53:53,505|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 10:53:53,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 10:53:53,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,507|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,507|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,507|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,507|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,507|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,507|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,507|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,508|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 10:53:53,508|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 10:53:53,508|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,508|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 10:53:53,508|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 10:53:53,508|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,509|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 10:53:53,509|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 10:53:53,509|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,510|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 10:53:53,510|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 10:53:53,510|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 10:53:53,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 10:53:53,511|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,511|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,511|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,512|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,512|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,512|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,512|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,512|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,512|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,513|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,513|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,513|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,513|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 10:53:53,514|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 10:53:53,514|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,515|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,515|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,515|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,515|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,515|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,515|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,516|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,516|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,516|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,516|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,516|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,516|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,517|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,517|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,517|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,517|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,517|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,534|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,535|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,535|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,536|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,536|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,536|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,536|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,536|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,536|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 10:53:53,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 10:53:53,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,538|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,538|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,538|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,538|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 10:53:53,538|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 10:53:53,538|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 10:53:53,539|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 10:53:53,539|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,539|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,539|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,539|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,540|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,540|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 10:53:53,540|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,540|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,540|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,540|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 10:53:53,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,541|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,541|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,542|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,542|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 10:53:53,542|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 10:53:53,542|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,542|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,542|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,542|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,542|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,542|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,542|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,543|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,543|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,543|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,543|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 10:53:53,543|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 10:53:53,543|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 10:53:53,544|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 10:53:53,544|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 10:53:53,544|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 10:53:53,544|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,544|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,545|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,545|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,545|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,545|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,545|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,546|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,546|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,546|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 10:53:53,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 10:53:53,546|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,547|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,547|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,547|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,547|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,547|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,547|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,547|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 10:53:53,548|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 10:53:53,548|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,548|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 10:53:53,548|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 10:53:53,548|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,548|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 10:53:53,551|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 10:53:53,551|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,551|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 10:53:53,551|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 10:53:53,551|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,551|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 10:53:53,551|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 10:53:53,551|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 10:53:53,551|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 10:53:53,558|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 10:53:53,583|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 10:53:54,230|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 10:53:54,230|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 10:53:54,232|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 10:53:54,234|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.rmKlDWcp6eGmKVMYwv299A can be locked, left-over from previous instance

2021-03-15 10:53:54,234|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 10:53:54,241|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 10:53:54,242|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 10:53:54,246|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.RSaCl7BaiyF\_n6n7-RSucg

2021-03-15 10:53:54,247|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.RSaCl7BaiyF\_n6n7-RSucg created

2021-03-15 10:53:59,150|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 10:53:59,151|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 10:53:59,639|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 10:53:59,640|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 10:53:59,643|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 10:53:59,643|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 10:53:59,656|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 10:53:59,656|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 10:53:59,656|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 10:53:59,656|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 10:53:59,658|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 10:53:59,678|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 10:53:59,682|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163518\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=8016, averageStartupTime=8187, startTimestamp=1615733071432, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163540\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7509, averageStartupTime=7509, startTimestamp=1615732744954, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@14cb7a5}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163545\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10084, averageStartupTime=10343, startTimestamp=1615733079896, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@18a9659}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163551\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=13657, averageStartupTime=13657, startTimestamp=1615732752548, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1243c97}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163606\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163629\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210314.163636\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 10:54:03,666|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 10:54:03,668|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 10:54:03,673|INFO |main| IShield - command :abort all tasks

2021-03-15 10:54:03,673|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:03,675|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 10:54:03,708|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 10:54:03,708|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 10:54:07,666|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 10:54:07,668|INFO |main| IShield - command :killall

2021-03-15 10:54:07,669|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:07,671|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 10:54:07,674|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 10:54:07,683|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 10:54:07,683|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 10:54:07,684|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 10:54:07,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 10:54:07,686|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,686|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,686|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 10:54:07,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:07,692|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:07,695|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:07,697|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:07,698|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 10:54:07,698|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 10:54:07,698|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 10:54:07,698|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,698|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 10:54:07,702|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:07,705|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:07,705|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 10:54:07,705|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 10:54:07,708|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:07,710|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:07,710|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 10:54:07,710|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,710|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 10:54:07,714|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:07,717|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:07,717|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 10:54:07,717|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 10:54:07,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:07,723|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:07,726|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:07,726|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 10:54:07,726|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,726|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 10:54:07,728|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:07,731|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 10:54:07,731|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 10:54:07,731|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 10:54:07,734|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:07,737|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:07,739|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:07,742|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:07,742|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 10:54:07,742|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,742|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 10:54:07,744|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:07,746|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 10:54:07,747|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 10:54:07,747|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 10:54:07,749|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 10:54:07,752|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:07,755|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:07,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:07,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:07,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 10:54:07,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 10:54:07,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 10:54:07,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 10:54:07,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 10:54:07,760|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 10:54:07,780|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 10:54:07,780|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 10:54:11,666|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 10:54:11,668|INFO |main| IShield - command :quick killall

2021-03-15 10:54:11,669|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:11,670|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 10:54:11,671|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 10:54:11,757|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 10:54:11,757|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 10:54:11,757|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 10:54:11,777|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 10:54:11,777|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 10:54:15,665|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 10:54:15,668|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 10:54:15,669|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:15,671|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 10:54:15,688|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 10:54:19,666|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 10:54:19,668|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 10:54:19,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:19,669|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 10:54:19,674|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 10:54:19,674|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 10:54:23,665|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 10:54:23,667|INFO |main| IShield - command :killall

2021-03-15 10:54:23,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:23,669|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 10:54:23,670|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 10:54:23,676|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 10:54:23,677|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,678|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 10:54:23,680|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,683|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,685|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:23,687|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:23,687|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 10:54:23,687|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 10:54:23,687|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 10:54:23,687|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,687|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 10:54:23,690|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,692|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:23,692|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 10:54:23,692|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 10:54:23,694|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:23,696|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:23,696|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 10:54:23,696|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,696|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 10:54:23,699|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,701|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:23,701|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 10:54:23,701|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 10:54:23,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:23,707|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:23,709|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:23,709|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 10:54:23,709|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,709|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 10:54:23,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,713|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 10:54:23,713|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 10:54:23,713|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 10:54:23,716|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:23,719|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:23,722|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:23,724|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:23,724|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 10:54:23,724|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,724|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 10:54:23,726|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,728|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 10:54:23,729|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 10:54:23,729|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 10:54:23,730|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 10:54:23,734|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:23,737|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:23,739|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:23,741|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:23,741|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 10:54:23,741|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 10:54:23,741|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-15 10:54:23,743|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 10:54:23,746|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-15 10:54:23,746|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-15 10:54:23,746|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-15 10:54:23,747|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 10:54:23,749|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 10:54:23,752|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 10:54:23,755|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 10:54:23,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 10:54:23,758|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 10:54:23,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 10:54:23,759|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 10:54:23,775|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 10:54:23,775|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 10:54:27,665|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 10:54:27,667|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 10:54:27,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:27,668|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 10:54:27,678|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 10:54:31,665|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 10:54:31,668|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 10:54:31,669|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:31,669|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 10:54:31,679|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 10:54:31,680|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 10:54:35,665|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 10:54:35,668|INFO |main| IShield - command :force deconfigureall

2021-03-15 10:54:35,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:54:35,670|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-15 10:54:35,671|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-15 10:54:38,670|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 164.66 GB

2021-03-15 10:54:38,670|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.18 MB ( incl. extension factor 1.2)

2021-03-15 10:54:38,670|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-15 10:54:39,507|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-15 10:54:40,034|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-15 10:54:41,785|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-15 10:54:50,652|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-15 10:55:03,037|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-15 10:55:04,132|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-15 10:55:04,686|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-15 10:55:04,701|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-15 10:55:04,703|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163518\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=8187, lastStartupTime=8016, startTimestamp=1615733071432, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163540\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7509, lastStartupTime=7509, startTimestamp=1615732744954, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163545\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10343, lastStartupTime=10084, startTimestamp=1615733079896, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163551\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=13657, lastStartupTime=13657, startTimestamp=1615732752548, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, STOPPING, DOWN, STARTED, STOPPED, DEACTIVATED, UNKNOWN, STARTING]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163606\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, STOPPING, DOWN, STARTED, STOPPED, DEACTIVATED, UNKNOWN, STARTING]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, STOPPING, DOWN, STARTED, STOPPED, DEACTIVATED, UNKNOWN, STARTING]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163629\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210314.163636\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, STOPPED, DEACTIVATED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-15 10:55:08,665|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-15 10:55:08,667|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 10:55:08,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:55:08,669|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 10:55:08,675|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 10:55:12,664|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 10:55:12,667|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 10:55:12,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:55:12,669|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 10:55:12,672|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 10:55:12,672|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 10:55:16,665|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 10:55:16,667|INFO |main| IShield - command :killall

2021-03-15 10:55:16,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:55:16,668|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 10:55:16,669|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 10:55:16,672|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 10:55:16,672|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 10:55:16,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 10:55:16,771|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 10:55:16,771|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 10:55:20,665|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 10:55:20,668|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 10:55:20,668|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:55:20,669|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 10:55:20,674|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 10:55:24,666|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 10:55:24,669|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 10:55:24,669|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 10:55:24,670|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 10:55:24,672|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 10:55:24,672|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 10:55:28,665|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 10:55:45,553|INFO |main| IShield - Kill Tasks : ;;

2021-03-15 10:55:45,558|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-15 10:55:57,270|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect

2021-03-15 10:55:57,270|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 10:55:57,273|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 10:59:53,342|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 10:59:53,342|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-15 10:59:53,342|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 11:00:53,342|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-15 11:00:53,342|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 11:16:16,290|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-15 11:16:16,290|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-15 11:16:21,666|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 11:16:21,725|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 11:33:27,814|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 11:33:28,004|INFO |main| IShield - CMD : oem01

2021-03-15 11:33:28,004|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 11:33:28,004|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-15 11:33:28,004|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 11:33:28,758|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 11:33:28,766|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 11:33:28,768|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-15 11:33:33,519|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-15 11:33:36,545|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-15 11:34:32,585|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-15 11:34:41,681|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-15 11:34:44,230|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-15 11:34:44,230|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-15 11:34:44,230|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-15 11:35:00,586|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-15 11:35:00,587|INFO |main| IShield - Dialog : lic.source C:\Users\bboyadzhiev2\Downloads\DXC\DXC\For\_DXC.zip

2021-03-15 11:35:00,595|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-15 11:35:07,801|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-15 11:35:08,802|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 11:35:09,234|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 11:35:09,882|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-15 11:35:09,882|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-15 11:35:11,884|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-15 11:35:13,835|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-15 11:35:15,371|INFO |main| IShield - close Firewall port : 14051

2021-03-15 11:35:15,560|INFO |main| IShield - open Firewall port : 14051

2021-03-15 11:35:15,976|INFO |main| IShield - close Firewall port : 44687

2021-03-15 11:35:16,176|INFO |main| IShield - open Firewall port : 44687

2021-03-15 11:35:16,719|INFO |main| IShield - close Firewall port : 14050

2021-03-15 11:35:16,911|INFO |main| IShield - open Firewall port : 14050

2021-03-15 11:35:17,514|INFO |main| IShield - close Firewall port : 14048

2021-03-15 11:35:17,700|INFO |main| IShield - open Firewall port : 14048

2021-03-15 11:35:18,866|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-15 11:35:19,647|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-15 11:35:35,983|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\Aris\LOCALSERVER\bin\wrapper.exe\" -s \"C:\Aris\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-15 11:35:48,972|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-15 11:35:50,875|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-15 11:36:31,641|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISTOOLS

2021-03-15 11:36:31,641|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 11:36:31,672|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,904|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 11:36:31,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 11:36:31,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 11:36:31,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 11:36:31,957|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 11:36:31,957|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 11:36:31,973|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 11:36:31,973|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 11:36:31,973|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 11:36:31,973|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.RSaCl7BaiyF\_n6n7-RSucg can be locked, left-over from previous instance

2021-03-15 11:36:31,973|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 11:36:31,973|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 11:36:31,973|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 11:36:31,988|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.a9Si26PViqtT-McTiWFWQQ

2021-03-15 11:36:31,988|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.a9Si26PViqtT-McTiWFWQQ created

2021-03-15 11:36:36,795|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 11:36:36,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 11:36:37,255|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 11:36:37,255|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 11:36:37,255|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 11:36:37,255|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 11:36:37,257|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 11:36:37,271|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 11:36:41,250|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 11:36:41,419|INFO |main| IShield - command :list

2021-03-15 11:36:41,419|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:36:41,419|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 11:36:41,419|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 11:36:41,419|DEBUG|Thread-19| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:36:45,416|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-15 11:36:45,472|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 11:36:45,472|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:36:45,472|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 11:36:45,482|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 11:36:49,477|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 11:36:49,477|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-15 11:36:49,477|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:36:49,477|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-15 11:36:49,477|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-15 11:36:53,481|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-15 11:36:53,481|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 11:36:53,481|INFO |main| IShield - # command : list

2021-03-15 11:36:53,481|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:36:53,481|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 11:36:53,481|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 11:36:53,481|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:36:57,494|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-15 11:36:57,494|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 11:36:57,494|INFO |main| IShield - command :abort all tasks

2021-03-15 11:36:57,494|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:36:57,494|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 11:36:57,531|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 11:36:57,531|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 11:37:01,504|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 11:37:01,504|INFO |main| IShield - command :killall

2021-03-15 11:37:01,504|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:01,504|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 11:37:01,504|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 11:37:01,504|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 11:37:01,520|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 11:37:01,604|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 11:37:01,604|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 11:37:05,509|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 11:37:05,509|INFO |main| IShield - command :quick killall

2021-03-15 11:37:05,509|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:05,509|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 11:37:05,509|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 11:37:05,593|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 11:37:05,593|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 11:37:05,593|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 11:37:05,609|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 11:37:05,609|DEBUG|Thread-27| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 11:37:09,535|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 11:37:09,535|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-15 11:37:09,535|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:09,535|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:37:09,557|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:09,557|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:10,403|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:10,403|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:12,123|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:37:12,123|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:37:12,123|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:37:12,123|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-15 11:37:12,135|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:37:15,528|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-15 11:37:15,528|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-15 11:37:15,528|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:15,528|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:37:15,543|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:15,574|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:28,387|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-15 11:37:28,387|ERROR|Thread-30| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-15 11:37:31,541|INFO |main| IShield - sz\_stdout :

2021-03-15 11:37:31,541|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-15 11:37:31,541|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-15 11:37:31,541|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:31,541|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:37:31,541|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:31,588|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:32,609|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:37:32,609|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:37:32,609|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:37:32,609|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 11:37:32,609|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-15 11:37:32,624|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:37:36,541|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-15 11:37:36,546|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-15 11:37:36,547|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:36,548|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:37:36,554|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:36,573|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:38,333|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:37:38,336|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:37:38,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:37:38,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 11:37:38,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 11:37:38,336|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-15 11:37:38,344|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:37:41,552|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-15 11:37:41,552|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-15 11:37:41,552|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:41,552|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:37:41,568|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:41,599|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:50,464|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:37:50,471|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:37:50,471|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:37:50,471|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 11:37:50,471|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 11:37:50,471|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 11:37:50,471|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-15 11:37:50,471|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:37:53,568|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-15 11:37:53,568|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-15 11:37:53,568|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:37:53,568|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:37:53,583|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:37:53,630|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:38:14,024|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:38:14,034|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:38:14,034|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:38:14,034|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 11:38:14,034|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 11:38:14,034|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 11:38:14,034|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 11:38:14,034|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-15 11:38:14,042|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:38:17,578|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-15 11:38:17,578|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-15 11:38:17,578|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:17,578|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:38:17,593|WARN |Thread-36| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:38:17,631|WARN |Thread-36| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:38:21,519|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:38:21,535|WARN |Thread-36| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-15 11:38:21,535|INFO |Thread-36| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-15 11:38:21,542|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:38:24,571|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-15 11:38:24,576|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-15 11:38:24,576|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:24,577|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 11:38:24,588|WARN |Thread-37| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:38:24,618|WARN |Thread-37| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:38:26,624|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 11:38:26,629|WARN |Thread-37| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-15 11:38:26,629|INFO |Thread-37| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-15 11:38:26,638|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 11:38:30,586|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-15 11:38:30,586|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-15 11:38:30,586|INFO |main| IShield - # command :list

2021-03-15 11:38:30,586|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:30,586|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 11:38:30,601|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-15 11:38:30,601|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113710\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113731\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113736\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113742\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113757\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113818\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113825\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:38:34,572|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 11:38:34,579|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-15 11:38:34,583|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-15 11:38:34,584|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:34,586|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-15 11:38:37,068|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-15 11:38:37,068|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:38:40,611|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:38:40,611|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-15 11:38:40,611|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:40,611|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-15 11:38:42,753|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-15 11:38:42,753|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:38:46,604|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:38:46,606|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-15 11:38:46,607|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:46,608|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-15 11:38:47,155|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-15 11:38:47,155|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:38:50,621|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:38:50,621|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-15 11:38:50,621|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:50,621|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-15 11:38:50,926|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-15 11:38:50,926|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:38:54,618|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:38:54,621|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-15 11:38:54,622|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:54,623|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-15 11:38:55,133|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-15 11:38:55,133|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:38:58,630|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:38:58,632|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-15 11:38:58,632|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:38:58,632|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-15 11:38:58,988|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-15 11:38:58,988|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:02,632|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:02,632|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-15 11:39:02,632|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:02,632|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-15 11:39:02,980|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-15 11:39:02,980|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:06,618|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:06,621|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-15 11:39:06,621|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:06,622|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-15 11:39:06,970|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-15 11:39:06,970|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:10,662|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:10,662|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-15 11:39:10,662|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:10,662|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-15 11:39:11,045|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-15 11:39:11,045|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:14,667|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:14,670|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-15 11:39:14,670|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:14,671|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-15 11:39:14,968|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-15 11:39:14,968|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:18,685|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:18,685|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-15 11:39:18,685|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:18,685|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-15 11:39:18,831|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-15 11:39:18,831|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:22,689|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:22,689|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-15 11:39:22,689|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:22,689|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-15 11:39:22,859|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-15 11:39:22,859|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:26,712|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:26,715|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-15 11:39:26,716|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:26,717|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-15 11:39:26,868|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-15 11:39:26,868|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:30,722|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:30,722|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-15 11:39:30,722|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:30,722|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-15 11:39:30,879|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-15 11:39:30,879|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:34,712|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:34,714|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-15 11:39:34,715|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:34,716|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-15 11:39:34,864|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-15 11:39:34,864|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:38,712|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:38,712|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-15 11:39:38,712|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:38,712|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-15 11:39:38,881|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-15 11:39:38,881|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:42,724|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:42,726|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-15 11:39:42,726|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:42,726|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-15 11:39:42,889|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-15 11:39:42,889|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:46,730|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:46,732|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-15 11:39:46,732|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:46,733|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-15 11:39:46,889|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-15 11:39:46,890|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:50,744|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:50,744|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-15 11:39:50,744|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:50,744|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-15 11:39:50,923|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-15 11:39:50,923|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:54,745|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:54,747|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-15 11:39:54,747|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:54,749|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-15 11:39:54,894|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-15 11:39:54,894|DEBUG|Thread-58| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:39:58,745|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 11:39:58,745|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-15 11:39:58,745|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:39:58,745|INFO |Thread-59| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-15 11:39:58,977|INFO |Thread-59| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-15 11:39:58,977|DEBUG|Thread-59| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:40:02,754|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-15 11:40:02,754|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-15 11:40:02,754|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:40:02,754|INFO |Thread-60| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-15 11:40:10,836|INFO |Thread-60| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-15 11:40:10,836|DEBUG|Thread-60| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,759|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-15 11:40:14,876|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 11:40:14,931|INFO |main| IShield - command :list

2021-03-15 11:40:14,933|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,933|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,933|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 11:40:14,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 11:40:14,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 11:40:14,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 11:40:14,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 11:40:14,935|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,935|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,935|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,936|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,936|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,936|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,937|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,937|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 11:40:14,937|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,937|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,937|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,938|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 11:40:14,938|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,938|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,938|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,939|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 11:40:14,939|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,939|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,939|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,939|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,939|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 11:40:14,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 11:40:14,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 11:40:14,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 11:40:14,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 11:40:14,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 11:40:14,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 11:40:14,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 11:40:14,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 11:40:14,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 11:40:14,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:40:14,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:40:14,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:40:14,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 11:40:14,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,944|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,944|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,944|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 11:40:14,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 11:40:14,944|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,945|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,945|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,945|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,945|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,945|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,945|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,946|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,946|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,946|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,946|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,946|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 11:40:14,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 11:40:14,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 11:40:14,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 11:40:14,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 11:40:14,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 11:40:14,951|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 11:40:14,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 11:40:14,951|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 11:40:14,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 11:40:14,951|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,952|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 11:40:14,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 11:40:14,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,954|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,954|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,954|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 11:40:14,954|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,954|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 11:40:14,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 11:40:14,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 11:40:14,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 11:40:14,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 11:40:14,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 11:40:14,955|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 11:40:14,957|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 11:40:14,960|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 11:40:14,960|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 11:40:14,961|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 11:40:14,961|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.a9Si26PViqtT-McTiWFWQQ, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 11:40:14,961|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.DMYXVtr2hTZ8keP2aqAIFw

2021-03-15 11:40:14,961|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.DMYXVtr2hTZ8keP2aqAIFw created

2021-03-15 11:40:19,744|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 11:40:19,744|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 11:40:19,875|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 11:40:19,875|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 11:40:19,891|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 11:40:19,891|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 11:40:19,891|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 11:40:19,891|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 11:40:19,891|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 11:40:19,891|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 11:40:19,891|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 11:40:19,913|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-15 11:40:19,913|DEBUG|Thread-69| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113710\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113731\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113736\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113742\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113757\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113818\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113825\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:40:23,911|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 11:40:23,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-15 11:40:23,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-15 11:40:23,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:40:23,911|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-15 11:40:23,911|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:40:23,926|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-15 11:40:24,724|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-15 11:40:24,725|DEBUG|Thread-70| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:40:27,927|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-15 11:40:27,927|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 11:40:27,927|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:40:27,927|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 11:40:27,927|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 11:40:31,922|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 11:40:40,114|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-15 11:40:40,114|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:40:40,114|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-15 11:40:40,114|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 11:40:40,114|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-15 11:40:40,130|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-15 11:40:43,518|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-15 11:40:43,518|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:43,788|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:44,051|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:44,304|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:44,557|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:44,809|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:45,062|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:45,333|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:45,592|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:45,855|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:46,108|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:46,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:46,624|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:46,876|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:47,128|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:47,380|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:47,646|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:47,899|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:48,162|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:48,421|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:48,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 11:40:48,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 11:40:48,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8388ms.

2021-03-15 11:40:48,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8388ms.

2021-03-15 11:40:48,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-15 11:40:48,686|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-15 11:40:51,106|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-15 11:40:51,106|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:51,360|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:51,624|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:51,877|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:52,147|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:52,410|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:52,664|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:52,927|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:53,187|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:53,454|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:53,709|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:53,972|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:54,226|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:54,479|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:54,732|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:54,985|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:55,240|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:55,492|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:55,748|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:56,002|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:56,265|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:56,518|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:56,770|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:57,023|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:57,275|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:57,528|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:57,786|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:58,040|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:58,303|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:58,558|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:58,827|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:59,090|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 8000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 10420ms.

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 10420ms.

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-15 11:40:59,346|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 11:41:01,820|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-15 11:41:01,820|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:02,072|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:02,337|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:02,602|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:02,854|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:03,118|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:03,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:03,641|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:03,904|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:04,161|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:04,427|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:04,680|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:04,934|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:05,186|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:05,440|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:05,700|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:05,963|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:06,217|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:06,469|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:06,722|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:06,975|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 11:41:06,977|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-15 11:41:06,978|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7474ms.

2021-03-15 11:41:06,978|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7474ms.

2021-03-15 11:41:06,983|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 11:41:06,988|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 11:41:06,988|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-15 11:41:06,988|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 11:41:10,004|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-15 11:41:10,004|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:10,267|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:10,538|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:10,788|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:11,052|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:11,311|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:11,572|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:11,838|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:12,103|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:12,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:12,637|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:12,889|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:13,153|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:13,407|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:13,676|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:13,940|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:14,193|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:14,447|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:14,700|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:14,953|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:15,207|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:15,458|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:15,712|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:15,982|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:16,240|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:16,494|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:16,747|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:17,000|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:17,252|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:17,516|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:17,779|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:18,036|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:18,298|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:18,561|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:18,812|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:19,066|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:19,329|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:19,582|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:19,851|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:20,105|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 13016ms.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 13016ms.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-15 11:41:20,367|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-15 11:41:20,452|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-15 11:41:20,452|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:41:24,165|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-15 11:41:24,165|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-15 11:41:24,165|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:41:24,165|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-15 11:41:24,165|INFO |Thread-74| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-15 11:41:24,165|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-15 11:41:24,165|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-15 11:41:28,176|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-15 11:41:28,207|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:41:28,207|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:41:28,207|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-15 11:41:37,745|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 11:41:37,745|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:41:41,209|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:41:41,209|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:41:41,209|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:41:41,209|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:41:48,450|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 11:41:48,450|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:41:52,223|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:41:52,223|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:41:52,223|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:41:52,223|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:41:59,268|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 11:41:59,268|DEBUG|Thread-77| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:42:03,223|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:03,440|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:03,440|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:03,440|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:42:10,495|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 11:42:10,495|DEBUG|Thread-78| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:42:14,447|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:14,669|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:14,670|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:14,671|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:42:21,621|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 11:42:21,621|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:42:24,666|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:24,915|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:24,916|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:24,916|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:42:31,950|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 11:42:31,950|DEBUG|Thread-80| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:42:35,928|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:35,928|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{985D0C5A-B5D0-4797-A44B-696781435842}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:35,928|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:35,928|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{985D0C5A-B5D0-4797-A44B-696781435842}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:42:43,216|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{985D0C5A-B5D0-4797-A44B-696781435842}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 11:42:43,216|DEBUG|Thread-81| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{985D0C5A-B5D0-4797-A44B-696781435842}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:42:46,947|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{985D0C5A-B5D0-4797-A44B-696781435842}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:42:46,947|INFO |main| IShield - command : set autostart.mode=off

2021-03-15 11:42:46,948|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:46,948|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-15 11:42:46,959|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-15 11:42:50,946|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-15 11:42:50,948|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-15 11:42:50,948|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:50,949|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-15 11:42:50,958|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-15 11:42:54,947|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-15 11:42:54,947|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-15 11:42:55,185|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131"

2021-03-15 11:42:55,186|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:55,187|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131]]

2021-03-15 11:42:55,194|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131]]: OK

2021-03-15 11:42:59,181|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131 on node localhost

2021-03-15 11:42:59,182|INFO |main| IShield - command : enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-15 11:42:59,183|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:42:59,184|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-15 11:43:06,602|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default: OK

2021-03-15 11:43:06,602|DEBUG|Thread-85| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:43:10,194|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local.

2021-03-15 11:43:10,255|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-15 11:43:10,255|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:10,256|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-15 11:43:10,265|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-15 11:43:14,246|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-15 11:43:14,246|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-15 11:43:14,246|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:14,246|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-15 11:43:14,246|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 11:43:14,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 11:43:14,259|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand failed

2021-03-15 11:43:14,359|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: START\_ERROR\_INSTANCE\_ALREADY\_STARTED

2021-03-15 11:43:14,359|DEBUG|Thread-87| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=null, error=null, errors=[Error [ message="The runnable instance umcadmin\_local is already started", error code= START\_ERROR\_INSTANCE\_ALREADY\_STARTED]], warnings=[]}

2021-03-15 11:43:14,359|ERROR|Thread-87| com.softwareag.aris.setup.xlayer.main.Error - Code: 10100 Message: Could not start all runnables on node localhost.

The runnable instance umcadmin\_local is already started

2021-03-15 11:43:18,244|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-15 11:43:18,244|INFO |main| IShield - sz\_stderr : Could not start all runnables on node localhost. The runnable instance umcadmin\_local is already started

2021-03-15 11:43:18,245|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-15 11:43:18,245|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:18,246|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-15 11:43:18,249|INFO |Thread-89| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-15 11:43:18,261|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-15 11:43:18,261|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-15 11:43:22,245|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0mslhost:13131/repo on node localhost.

2021-03-15 11:43:22,786|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:22,787|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:22,787|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:29,882|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 11:43:29,882|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:43:33,788|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 11:43:33,788|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:33,788|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:33,788|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:40,828|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 11:43:40,829|DEBUG|Thread-91| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:43:44,775|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 11:43:44,776|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:44,777|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:44,777|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:51,807|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 11:43:51,807|DEBUG|Thread-92| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:43:55,790|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 11:43:55,790|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:43:55,791|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:43:55,792|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:44:02,813|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 11:44:02,828|DEBUG|Thread-93| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:44:06,807|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 11:44:06,807|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:44:06,808|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:44:06,808|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:44:13,927|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 11:44:13,927|DEBUG|Thread-94| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:44:17,822|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 11:44:17,823|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:44:17,824|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:44:17,824|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 11:44:24,982|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 11:44:24,982|DEBUG|Thread-95| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:44:28,824|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 11:44:29,025|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-15 11:44:29,025|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:44:29,025|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-15 11:44:36,620|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-15 11:44:36,620|DEBUG|Thread-96| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:44:40,041|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-15 11:44:40,135|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-15 11:44:40,135|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:44:40,135|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-15 11:44:47,318|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-15 11:44:47,318|DEBUG|Thread-97| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:44:51,162|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-15 11:44:51,485|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:44:51,485|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:44:51,485|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:44:58,558|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 11:44:58,558|DEBUG|Thread-98| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:45:02,479|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:45:02,479|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:45:02,479|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:45:02,479|INFO |Thread-99| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 11:45:09,556|INFO |Thread-99| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 11:45:09,556|DEBUG|Thread-99| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 11:45:13,478|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 11:45:13,478|INFO |main| IShield - command : stopall

2021-03-15 11:45:13,478|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:45:13,478|INFO |Thread-100| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-15 11:45:13,478|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 11:45:13,478|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-15 11:45:13,494|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 11:45:17,120|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-15 11:45:17,123|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:17,377|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 11:45:17,380|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 11:45:17,380|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 3876ms.

2021-03-15 11:45:17,380|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 3876ms.

2021-03-15 11:45:17,382|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 11:45:17,384|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 11:45:17,385|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 11:45:17,385|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-15 11:45:17,385|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 11:45:24,124|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-15 11:45:24,124|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 6989ms.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 6989ms.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-15 11:45:24,387|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-15 11:45:27,220|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-15 11:45:27,222|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:27,473|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:27,729|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:27,996|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:28,259|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:28,513|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:28,776|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:29,030|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 4833ms.

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 4833ms.

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 11:45:29,300|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 11:45:29,315|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 11:45:29,315|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-15 11:45:29,315|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-15 11:45:32,257|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 11:45:32,257|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 11:45:32,257|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-15 11:45:32,257|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-15 11:45:32,283|INFO |Thread-100| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-15 11:45:32,283|DEBUG|Thread-100| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 11:45:35,508|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-15 11:45:35,511|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-15 11:45:35,511|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 11:45:35,512|INFO |Thread-102| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-15 11:45:35,523|INFO |Thread-102| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-15 11:45:39,510|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-15 11:45:39,724|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-15 11:45:39,726|INFO |main| IShield - registry: type S KeyName PATH Value C:\Aris

2021-03-15 11:45:39,727|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-15 11:45:39,728|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-15 11:45:39,736|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-15 11:45:39,737|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-15 11:45:39,742|INFO |main| IShield - CopyFile C:\Aris\ARIS\_Client\generated.apptypes.cfg to C:\Aris\LOCALSERVER\generated.apptypes.cfg

2021-03-15 11:45:39,774|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/lic,null}

2021-03-15 11:45:39,774|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-15 11:45:39,869|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-15 11:47:14,935|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation StartAllCommand

2021-03-15 11:47:47,960|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 12:35:23,184|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 12:35:23,730|INFO |main| IShield - CMD : oem01

2021-03-15 12:35:23,730|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 12:35:23,730|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-15 12:35:23,730|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 12:35:24,458|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 12:35:24,458|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 12:35:24,460|INFO |main| IShield - Dialog : Dlg\_SdWelcomeMaint

2021-03-15 12:35:42,836|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-15 12:35:47,920|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-15 12:35:48,252|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 12:35:48,252|INFO |main| IShield - # command : list

2021-03-15 12:35:48,490|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,490|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,506|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,506|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 12:35:48,521|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 12:35:48,521|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,537|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:35:48,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:35:48,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 12:35:48,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 12:35:48,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 12:35:48,584|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 12:35:48,584|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 12:35:48,606|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 12:35:49,218|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 12:35:49,218|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 12:35:49,218|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 12:35:49,228|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.fS6JNSwtjSQ4o1\_OsgSjcQ can be locked, left-over from previous instance

2021-03-15 12:35:49,228|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 12:35:49,228|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 12:35:49,228|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 12:35:49,228|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.3Lso4NCdT-5geHVL8ApXpg

2021-03-15 12:35:49,228|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.3Lso4NCdT-5geHVL8ApXpg created

2021-03-15 12:35:54,046|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 12:35:54,046|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 12:35:54,569|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 12:35:54,569|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:35:54,569|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 12:35:54,569|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 12:35:54,600|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 12:35:54,600|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 12:35:54,600|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 12:35:54,600|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 12:35:54,600|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 12:35:54,616|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 12:35:54,632|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113710\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=7956, averageStartupTime=8240, startTimestamp=1615801700113, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113731\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7567, averageStartupTime=7567, startTimestamp=1615801259354, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@48a42e}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113736\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10040, averageStartupTime=10340, startTimestamp=1615801708519, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@8f11b6}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113742\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=13337, averageStartupTime=13337, startTimestamp=1615801266989, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@d65f58}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113757\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1232925}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113818\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={OCTOPUS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@7991bb}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.113825\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={SIMULATION=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@a331a3}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 12:35:58,600|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 12:35:58,600|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 12:35:58,607|INFO |main| IShield - command :abort all tasks

2021-03-15 12:35:58,607|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:35:58,607|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 12:35:58,638|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 12:35:58,638|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 12:36:02,627|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 12:36:02,627|INFO |main| IShield - command :killall

2021-03-15 12:36:02,627|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:02,627|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 12:36:02,627|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 12:36:02,642|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:02,642|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 12:36:02,658|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 12:36:02,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 12:36:02,689|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 12:36:02,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:02,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 12:36:02,711|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 12:36:02,727|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 12:36:02,827|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 12:36:02,827|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 12:36:06,630|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 12:36:06,630|INFO |main| IShield - command :quick killall

2021-03-15 12:36:06,630|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:06,630|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 12:36:06,630|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 12:36:06,714|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 12:36:06,714|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 12:36:06,714|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 12:36:06,730|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 12:36:06,730|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 12:36:10,655|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 12:36:10,655|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 12:36:10,655|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:10,655|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 12:36:10,670|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 12:36:14,663|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 12:36:14,663|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 12:36:14,663|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:14,663|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 12:36:14,663|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 12:36:14,663|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 12:36:18,673|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 12:36:18,673|INFO |main| IShield - command :killall

2021-03-15 12:36:18,673|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:18,673|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 12:36:18,673|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,673|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed after a wait time of 15ms.

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed after a wait time of 15ms.

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 12:36:18,688|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 12:36:18,704|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 12:36:18,720|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 12:36:18,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 12:36:18,751|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 12:36:18,751|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-15 12:36:18,757|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 12:36:18,773|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 12:36:18,789|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 12:36:18,789|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 12:36:22,681|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 12:36:22,681|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 12:36:22,681|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:22,681|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 12:36:22,697|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 12:36:26,677|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 12:36:26,677|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 12:36:26,677|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:26,677|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 12:36:26,677|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 12:36:26,677|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 12:36:30,683|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 12:36:30,685|INFO |main| IShield - command :force deconfigureall

2021-03-15 12:36:30,685|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:30,685|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-15 12:36:30,685|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-15 12:36:32,615|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 166.42 GB

2021-03-15 12:36:32,615|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.18 MB ( incl. extension factor 1.2)

2021-03-15 12:36:32,615|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-15 12:36:32,888|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-15 12:36:32,973|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-15 12:36:33,571|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-15 12:36:41,120|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-15 12:36:51,965|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-15 12:36:52,518|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-15 12:36:52,611|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-15 12:36:52,661|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-15 12:36:52,661|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113710\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=8240, lastStartupTime=7956, startTimestamp=1615801700113, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113731\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7567, lastStartupTime=7567, startTimestamp=1615801259354, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113736\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10340, lastStartupTime=10040, startTimestamp=1615801708519, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113742\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=13337, lastStartupTime=13337, startTimestamp=1615801266989, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, STARTING, STOPPING, STARTED, STOPPED, FAILED, UNKNOWN, DOWN]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113757\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\Aris\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, STARTING, STOPPING, STARTED, STOPPED, FAILED, UNKNOWN, DOWN]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, STARTING, STOPPING, STARTED, STOPPED, FAILED, UNKNOWN, DOWN]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={ABS=AppTypeSpecificInfo{zookeeperInstanceNodeName='null', zookeeperInstanceNodePath='null', context='/abs'}}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113818\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={OCTOPUS=AppTypeSpecificInfo{zookeeperInstanceNodeName='null', zookeeperInstanceNodePath='null', context='/octopus'}}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.113825\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={SIMULATION=AppTypeSpecificInfo{zookeeperInstanceNodeName='null', zookeeperInstanceNodePath='null', context='/simulation'}}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-15 12:36:55,729|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-15 12:36:55,729|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 12:36:55,729|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:55,729|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 12:36:55,729|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 12:36:59,722|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 12:36:59,722|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 12:36:59,722|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:36:59,722|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 12:36:59,722|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 12:36:59,722|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 12:37:03,733|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 12:37:03,735|INFO |main| IShield - command :killall

2021-03-15 12:37:03,735|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:37:03,735|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 12:37:03,735|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 12:37:03,735|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 12:37:03,837|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 12:37:03,837|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 12:37:07,744|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 12:37:07,744|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 12:37:07,744|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:37:07,744|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 12:37:07,744|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 12:37:11,732|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 12:37:11,732|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 12:37:11,732|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:37:11,732|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 12:37:11,732|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 12:37:11,732|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 12:37:15,738|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 12:37:33,383|INFO |main| IShield - Kill Tasks : ;;

2021-03-15 12:37:33,398|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-15 12:37:45,557|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISTOOLS

2021-03-15 12:37:45,557|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 12:37:45,557|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 12:38:13,890|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling ARIS Client.

2021-03-15 12:38:41,720|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 12:38:41,798|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 12:55:46,575|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 12:55:46,747|INFO |main| IShield - CMD : oem01

2021-03-15 12:55:46,747|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 12:55:46,748|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-15 12:55:46,752|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 12:55:47,502|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 12:55:47,502|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 12:55:47,502|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-15 12:55:50,740|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-15 12:55:54,307|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-15 12:56:04,410|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-15 12:56:13,850|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-15 12:56:21,082|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-15 12:56:21,082|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-15 12:56:21,086|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-15 12:57:39,842|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-15 12:57:39,842|INFO |main| IShield - Dialog : lic.source C:\Users\bboyadzhiev2\Downloads\For\_DXC.zip

2021-03-15 12:57:39,842|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-15 12:57:47,713|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-15 12:57:48,716|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 12:57:49,132|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 12:57:49,749|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-15 12:57:49,749|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-15 12:57:51,715|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-15 12:57:53,207|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-15 12:57:54,735|INFO |main| IShield - close Firewall port : 14051

2021-03-15 12:57:54,904|INFO |main| IShield - open Firewall port : 14051

2021-03-15 12:57:55,290|INFO |main| IShield - close Firewall port : 44687

2021-03-15 12:57:55,808|INFO |main| IShield - open Firewall port : 44687

2021-03-15 12:57:56,297|INFO |main| IShield - close Firewall port : 14050

2021-03-15 12:57:56,460|INFO |main| IShield - open Firewall port : 14050

2021-03-15 12:57:57,019|INFO |main| IShield - close Firewall port : 14048

2021-03-15 12:57:57,182|INFO |main| IShield - open Firewall port : 14048

2021-03-15 12:57:58,183|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-15 12:57:58,854|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-15 12:58:17,760|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-15 12:58:30,584|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-15 12:58:32,374|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-15 12:58:53,499|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect

2021-03-15 12:58:53,499|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 12:58:53,527|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 12:58:53,723|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 12:58:53,723|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,731|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 12:58:53,731|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 12:58:53,731|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,731|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,731|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,731|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,733|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,733|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,733|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,733|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,733|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,741|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,741|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,741|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,741|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,741|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,741|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 12:58:53,743|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 12:58:53,743|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,751|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,751|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,751|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 12:58:53,751|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,751|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:58:53,753|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:58:53,753|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 12:58:53,761|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,761|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,761|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,761|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,761|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,761|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 12:58:53,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 12:58:53,781|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 12:58:53,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 12:58:53,781|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 12:58:53,783|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 12:58:53,783|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 12:58:53,783|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 12:58:53,783|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 12:58:53,783|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 12:58:53,791|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 12:58:53,791|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 12:58:53,793|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 12:58:53,793|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.3Lso4NCdT-5geHVL8ApXpg can be locked, left-over from previous instance

2021-03-15 12:58:53,793|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 12:58:53,803|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 12:58:53,803|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 12:58:53,803|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.DVfuNNQQ47ZMeeT2psxV8A

2021-03-15 12:58:53,803|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.DVfuNNQQ47ZMeeT2psxV8A created

2021-03-15 12:58:58,627|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 12:58:58,627|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 12:58:59,075|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 12:58:59,075|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 12:58:59,075|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 12:58:59,075|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 12:58:59,075|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 12:58:59,081|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 12:59:03,083|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 12:59:03,253|INFO |main| IShield - command :list

2021-03-15 12:59:03,253|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:03,261|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 12:59:03,261|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 12:59:03,261|DEBUG|Thread-19| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 12:59:07,250|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-15 12:59:07,303|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 12:59:07,303|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:07,303|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 12:59:07,319|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 12:59:11,307|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 12:59:11,307|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-15 12:59:11,307|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:11,307|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-15 12:59:11,307|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-15 12:59:15,319|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-15 12:59:15,320|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 12:59:15,320|INFO |main| IShield - # command : list

2021-03-15 12:59:15,320|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:15,320|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 12:59:15,320|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 12:59:15,320|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 12:59:19,314|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-15 12:59:19,315|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 12:59:19,315|INFO |main| IShield - command :abort all tasks

2021-03-15 12:59:19,319|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:19,319|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 12:59:19,335|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 12:59:19,335|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 12:59:23,317|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 12:59:23,318|INFO |main| IShield - command :killall

2021-03-15 12:59:23,318|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:23,323|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 12:59:23,323|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 12:59:23,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 12:59:23,439|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 12:59:23,439|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 12:59:27,326|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 12:59:27,328|INFO |main| IShield - command :quick killall

2021-03-15 12:59:27,328|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:27,328|INFO |Thread-26| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 12:59:27,328|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 12:59:27,408|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 12:59:27,408|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 12:59:27,408|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 12:59:27,440|INFO |Thread-26| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 12:59:27,440|DEBUG|Thread-26| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 12:59:31,352|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 12:59:31,355|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-15 12:59:31,355|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:31,355|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 12:59:31,370|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:31,370|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:32,212|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:32,212|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:34,778|INFO |Thread-28| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 12:59:34,794|WARN |Thread-28| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 12:59:34,794|INFO |Thread-28| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 12:59:34,794|INFO |Thread-28| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-15 12:59:34,794|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 12:59:38,357|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-15 12:59:38,357|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-15 12:59:38,357|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:38,357|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 12:59:38,357|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:38,403|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:51,108|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-15 12:59:51,108|ERROR|Thread-29| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-15 12:59:54,404|INFO |main| IShield - sz\_stdout :

2021-03-15 12:59:54,404|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-15 12:59:54,404|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-15 12:59:54,404|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:54,404|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 12:59:54,404|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:54,451|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:55,453|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 12:59:55,453|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 12:59:55,453|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 12:59:55,453|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 12:59:55,453|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-15 12:59:55,469|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 12:59:59,415|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-15 12:59:59,415|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-15 12:59:59,415|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 12:59:59,415|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 12:59:59,430|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 12:59:59,462|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:01,300|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 13:00:01,300|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:00:01,300|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 13:00:01,300|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 13:00:01,300|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 13:00:01,300|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-15 13:00:01,317|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 13:00:04,407|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-15 13:00:04,407|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-15 13:00:04,407|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:00:04,407|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 13:00:04,423|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:04,438|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:13,479|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 13:00:13,502|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:00:13,502|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 13:00:13,502|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 13:00:13,502|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 13:00:13,502|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 13:00:13,502|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-15 13:00:13,517|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 13:00:17,459|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-15 13:00:17,459|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-15 13:00:17,459|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:00:17,459|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 13:00:17,475|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:17,506|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 13:00:37,832|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 13:00:37,832|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-15 13:00:37,842|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 13:00:41,485|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-15 13:00:41,485|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-15 13:00:41,485|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:00:41,485|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 13:00:41,500|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:41,531|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:45,407|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 13:00:45,419|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-15 13:00:45,419|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-15 13:00:45,427|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 13:00:48,504|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-15 13:00:48,504|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-15 13:00:48,504|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:00:48,504|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 13:00:48,520|WARN |Thread-35| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:48,557|WARN |Thread-35| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 13:00:50,530|WARN |Thread-35| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-15 13:00:50,530|INFO |Thread-35| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-15 13:00:50,546|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 13:00:54,511|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-15 13:00:54,511|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-15 13:00:54,511|INFO |main| IShield - # command :list

2021-03-15 13:00:54,511|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:00:54,511|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 13:00:54,526|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-15 13:00:54,526|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125932\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125954\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125959\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130005\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130020\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130042\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130049\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:00:58,508|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 13:00:58,508|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-15 13:00:58,508|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-15 13:00:58,508|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:00:58,508|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-15 13:01:00,817|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-15 13:01:00,817|DEBUG|Thread-37| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:04,503|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:04,503|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-15 13:01:04,503|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:04,503|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-15 13:01:06,507|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-15 13:01:06,507|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:09,526|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:09,526|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-15 13:01:09,526|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:09,526|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-15 13:01:10,012|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-15 13:01:10,012|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:13,530|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:13,530|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-15 13:01:13,530|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:13,530|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-15 13:01:13,815|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-15 13:01:13,815|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:17,540|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:17,542|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-15 13:01:17,542|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:17,542|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-15 13:01:18,038|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-15 13:01:18,038|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:21,533|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:21,533|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-15 13:01:21,533|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:21,533|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-15 13:01:21,849|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-15 13:01:21,849|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:25,538|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:25,538|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-15 13:01:25,538|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:25,538|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-15 13:01:25,857|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-15 13:01:25,857|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:29,531|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:29,531|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-15 13:01:29,531|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:29,531|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-15 13:01:29,865|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-15 13:01:29,865|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:33,541|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:33,541|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-15 13:01:33,541|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:33,541|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-15 13:01:33,892|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-15 13:01:33,892|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:37,527|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:37,527|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-15 13:01:37,527|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:37,527|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-15 13:01:37,812|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-15 13:01:37,812|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:41,527|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:41,527|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-15 13:01:41,527|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:41,527|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-15 13:01:41,649|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-15 13:01:41,649|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:45,532|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:45,532|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-15 13:01:45,532|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:45,532|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-15 13:01:45,685|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-15 13:01:45,685|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:49,539|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:49,539|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-15 13:01:49,539|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:49,539|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-15 13:01:49,677|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-15 13:01:49,677|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:53,528|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:53,528|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-15 13:01:53,528|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:53,528|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-15 13:01:53,674|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-15 13:01:53,674|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:01:57,531|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:01:57,531|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-15 13:01:57,531|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:01:57,531|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-15 13:01:57,684|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-15 13:01:57,684|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:01,544|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:01,546|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-15 13:02:01,546|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:01,546|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-15 13:02:01,698|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-15 13:02:01,698|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:05,545|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:05,545|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-15 13:02:05,545|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:05,545|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-15 13:02:05,682|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-15 13:02:05,682|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:09,571|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:09,571|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-15 13:02:09,571|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:09,571|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-15 13:02:09,724|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-15 13:02:09,724|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:13,593|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:13,595|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-15 13:02:13,595|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:13,595|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-15 13:02:13,758|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-15 13:02:13,758|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:17,605|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:17,605|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-15 13:02:17,605|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:17,605|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-15 13:02:17,751|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-15 13:02:17,751|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:21,612|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:21,612|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-15 13:02:21,612|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:21,612|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-15 13:02:21,828|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-15 13:02:21,828|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:25,614|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-15 13:02:25,614|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-15 13:02:25,614|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:25,614|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-15 13:02:34,012|INFO |Thread-58| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-15 13:02:34,012|DEBUG|Thread-58| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,622|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-15 13:02:37,748|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 13:02:37,800|INFO |main| IShield - command :list

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 13:02:37,816|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 13:02:37,816|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.DVfuNNQQ47ZMeeT2psxV8A, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 13:02:37,816|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.pk-NfYEI8DB3YjeiQsJiow

2021-03-15 13:02:37,816|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.pk-NfYEI8DB3YjeiQsJiow created

2021-03-15 13:02:42,537|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 13:02:42,537|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 13:02:42,689|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 13:02:42,689|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:02:42,692|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 13:02:42,692|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 13:02:42,702|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 13:02:42,702|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 13:02:42,702|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 13:02:42,702|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 13:02:42,703|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 13:02:42,718|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-15 13:02:42,719|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125932\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125954\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125959\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130005\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130020\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130042\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130049\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:02:46,699|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 13:02:46,702|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-15 13:02:46,712|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-15 13:02:46,712|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:02:46,715|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-15 13:02:46,715|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:46,716|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-15 13:02:47,464|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-15 13:02:47,464|DEBUG|Thread-68| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:02:50,716|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-15 13:02:50,717|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 13:02:50,718|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:50,719|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 13:02:50,728|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 13:02:54,717|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 13:02:57,020|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-15 13:02:57,028|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:02:57,028|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-15 13:02:57,030|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 13:02:57,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-15 13:02:57,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-15 13:03:00,684|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-15 13:03:00,684|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:00,936|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:01,189|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:01,443|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:01,695|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:01,947|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:02,199|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:02,453|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:02,732|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:02,986|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:03,244|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:03,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:03,749|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:04,002|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:04,268|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:04,521|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:04,786|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:05,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:05,291|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:05,550|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:05,803|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 13:03:05,806|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 13:03:05,806|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8646ms.

2021-03-15 13:03:05,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8646ms.

2021-03-15 13:03:05,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-15 13:03:05,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-15 13:03:08,199|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-15 13:03:08,199|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:08,453|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:08,719|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:08,970|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:09,233|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:09,487|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:09,739|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:09,992|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:10,258|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:10,510|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:10,761|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:11,016|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:11,269|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:11,523|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:11,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:12,040|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:12,293|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:12,562|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:12,817|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:13,078|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:13,343|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:13,594|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:13,864|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:14,127|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:14,381|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:14,644|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:14,897|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:15,166|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:15,429|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:15,682|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:15,945|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 13:03:15,945|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 13:03:15,945|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 9892ms.

2021-03-15 13:03:15,945|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 9892ms.

2021-03-15 13:03:15,951|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 13:03:15,951|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-15 13:03:15,951|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 13:03:18,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-15 13:03:18,372|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:18,623|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:18,874|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:19,126|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:19,379|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:19,643|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:19,903|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:20,157|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:20,420|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:20,674|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:20,944|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:21,206|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:21,459|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:21,723|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:21,977|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:22,247|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:22,510|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:22,764|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:23,026|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:23,279|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7421ms.

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7421ms.

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-15 13:03:23,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 13:03:26,508|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-15 13:03:26,508|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:26,760|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:27,024|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:27,287|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:27,541|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:27,795|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:28,047|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:28,300|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:28,553|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:28,810|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:29,063|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:29,317|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:29,570|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:29,823|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:30,075|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:30,329|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:30,583|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:30,836|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:31,088|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:31,342|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:31,594|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:31,848|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:32,100|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:32,354|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:32,608|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:32,861|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:33,115|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:33,368|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:33,621|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:33,873|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:34,127|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:34,380|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:34,633|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:34,886|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:35,140|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:35,392|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:35,645|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:35,898|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:36,151|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 13:03:36,403|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 13:03:36,406|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-15 13:03:36,406|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 12710ms.

2021-03-15 13:03:36,406|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 12710ms.

2021-03-15 13:03:36,408|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 13:03:36,410|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 13:03:36,412|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-15 13:03:36,412|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-15 13:03:36,412|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-15 13:03:36,455|INFO |Thread-70| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-15 13:03:36,455|DEBUG|Thread-70| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:03:40,061|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-15 13:03:40,062|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-15 13:03:40,063|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:03:40,064|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-15 13:03:40,067|INFO |Thread-72| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-15 13:03:40,072|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-15 13:03:40,073|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-15 13:03:44,060|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-15 13:03:44,095|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:03:44,096|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:03:44,097|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-15 13:03:53,345|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 13:03:53,345|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:03:57,107|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:03:57,109|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:03:57,109|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:03:57,110|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:04:04,409|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 13:04:04,424|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:04:08,107|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:08,108|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:08,108|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:04:08,109|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:04:15,305|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 13:04:15,305|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:04:19,107|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:19,292|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:19,292|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:04:19,292|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:04:26,385|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 13:04:26,385|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:04:30,305|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:30,476|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:30,476|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:04:30,476|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:04:37,542|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YDSLS,YDS tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 13:04:37,542|DEBUG|Thread-77| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YDSLS, YDS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:04:41,468|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:41,671|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:41,672|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:04:41,672|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:04:48,718|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 13:04:48,718|DEBUG|Thread-78| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:04:52,682|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:52,683|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{5F110C34-180F-466B-AB85-FF2EB288C8AF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:04:52,683|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:04:52,685|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{5F110C34-180F-466B-AB85-FF2EB288C8AF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:04:59,875|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{5F110C34-180F-466B-AB85-FF2EB288C8AF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 13:04:59,875|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{5F110C34-180F-466B-AB85-FF2EB288C8AF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:05:03,714|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{5F110C34-180F-466B-AB85-FF2EB288C8AF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_without\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:05:03,714|INFO |main| IShield - command : set autostart.mode=off

2021-03-15 13:05:03,714|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:03,714|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-15 13:05:03,714|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-15 13:05:07,708|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-15 13:05:07,708|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-15 13:05:07,708|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:07,708|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-15 13:05:07,708|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-15 13:05:11,706|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-15 13:05:11,706|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-15 13:05:11,939|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131"

2021-03-15 13:05:11,939|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:11,939|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131]]

2021-03-15 13:05:11,949|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131]]: OK

2021-03-15 13:05:15,961|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131 on node localhost

2021-03-15 13:05:15,961|INFO |main| IShield - command : enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-15 13:05:15,961|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:15,961|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default

2021-03-15 13:05:23,324|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense path "lic/lic.zip" options tenant.name=default: OK

2021-03-15 13:05:23,324|DEBUG|Thread-83| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:05:26,977|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement importLicense lic/lic.zip {tenant.name=[default]} for instance umcadmin\_local.

2021-03-15 13:05:27,030|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-15 13:05:27,030|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:27,030|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-15 13:05:27,046|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-15 13:05:31,057|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-15 13:05:31,057|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-15 13:05:31,057|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:31,057|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-15 13:05:31,057|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 13:05:31,057|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 13:05:31,073|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand failed

2021-03-15 13:05:31,157|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: START\_ERROR\_INSTANCE\_ALREADY\_STARTED

2021-03-15 13:05:31,157|DEBUG|Thread-85| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=null, error=null, errors=[Error [ message="The runnable instance umcadmin\_local is already started", error code= START\_ERROR\_INSTANCE\_ALREADY\_STARTED]], warnings=[]}

2021-03-15 13:05:31,157|ERROR|Thread-85| com.softwareag.aris.setup.xlayer.main.Error - Code: 10100 Message: Could not start all runnables on node localhost.

The runnable instance umcadmin\_local is already started

2021-03-15 13:05:35,076|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost.

2021-03-15 13:05:35,076|INFO |main| IShield - sz\_stderr : Could not start all runnables on node localhost. The runnable instance umcadmin\_local is already started

2021-03-15 13:05:35,076|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-15 13:05:35,076|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:35,076|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-15 13:05:35,076|INFO |Thread-87| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-15 13:05:35,076|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-15 13:05:35,076|DEBUG|Thread-87| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-15 13:05:39,084|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0mslhost:13131/repo on node localhost.

2021-03-15 13:05:39,548|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:05:39,548|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:39,563|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:05:46,603|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 13:05:46,603|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:05:50,603|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 13:05:50,603|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:05:50,603|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:05:50,603|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:05:57,680|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 13:05:57,680|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:06:01,605|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 13:06:01,605|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:01,605|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:06:01,605|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:08,764|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 13:06:08,764|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:06:12,596|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 13:06:12,596|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:12,596|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:06:12,596|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:19,563|INFO |Thread-91| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 13:06:19,563|DEBUG|Thread-91| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:06:22,605|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 13:06:22,605|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:22,605|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:06:22,605|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:29,719|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 13:06:29,719|DEBUG|Thread-92| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:06:33,611|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 13:06:33,611|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:33,611|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:06:33,611|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 13:06:40,713|INFO |Thread-93| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 13:06:40,713|DEBUG|Thread-93| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:06:44,618|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 13:06:44,819|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-15 13:06:44,819|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:06:44,819|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-15 13:06:51,921|INFO |Thread-94| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-15 13:06:51,921|DEBUG|Thread-94| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:06:55,828|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-15 13:06:55,928|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-15 13:06:55,928|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:06:55,928|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-15 13:07:03,060|INFO |Thread-95| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-15 13:07:03,060|DEBUG|Thread-95| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:07:06,921|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-15 13:07:07,206|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:07:07,206|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:07:07,206|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:07:14,293|INFO |Thread-96| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 13:07:14,293|DEBUG|Thread-96| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:07:18,217|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:07:18,217|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:07:18,217|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:07:18,217|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 13:07:25,267|INFO |Thread-97| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 13:07:25,267|DEBUG|Thread-97| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 13:07:29,239|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 13:07:29,239|INFO |main| IShield - command : stopall

2021-03-15 13:07:29,239|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:07:29,239|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-15 13:07:29,239|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-15 13:07:29,254|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-15 13:07:29,254|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-15 13:07:29,270|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:07:29,270|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:07:29,270|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-15 13:07:29,270|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-15 13:07:29,276|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:07:29,276|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:07:29,276|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-15 13:07:29,276|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 13:07:32,657|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-15 13:07:32,657|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 3631ms.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 3631ms.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-15 13:07:32,920|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 13:07:39,628|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-15 13:07:39,644|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 13:07:39,907|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:07:39,907|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:07:39,907|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 6958ms.

2021-03-15 13:07:39,907|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 6958ms.

2021-03-15 13:07:39,913|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:07:39,913|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:07:39,913|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:07:39,913|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:07:39,913|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-15 13:07:39,913|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-15 13:07:42,567|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-15 13:07:42,567|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 13:07:42,830|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:07:42,830|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 13:07:42,830|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 2904ms.

2021-03-15 13:07:42,830|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 2904ms.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-15 13:07:42,836|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-15 13:07:45,695|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 13:07:45,695|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 13:07:45,695|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-15 13:07:45,695|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-15 13:07:45,721|INFO |Thread-98| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-15 13:07:45,721|DEBUG|Thread-98| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:07:49,255|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-15 13:07:49,255|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-15 13:07:49,255|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:07:49,255|INFO |Thread-100| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-15 13:07:49,255|INFO |Thread-100| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-15 13:07:53,246|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-15 13:07:53,453|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-15 13:07:53,453|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-15 13:07:53,453|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-15 13:07:53,461|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-15 13:07:53,463|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-15 13:07:53,463|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-15 13:07:53,473|INFO |main| IShield - CopyFile C:\Users\bboyadzhiev2\OneDrive - DXC Production\OPF\Aris\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-15 13:07:53,528|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/lic,null}

2021-03-15 13:07:53,528|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-15 13:07:53,612|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-15 13:08:37,837|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation StartAllCommand

2021-03-15 13:08:44,929|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 13:56:52,809|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 13:56:53,475|INFO |main| IShield - CMD : oem01

2021-03-15 13:56:53,476|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 13:56:53,476|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-15 13:56:53,481|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 13:56:54,209|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 13:56:54,209|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 13:56:54,213|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-15 13:56:55,626|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-15 13:56:55,970|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 13:56:55,971|INFO |main| IShield - # command : list

2021-03-15 13:56:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,220|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,221|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,222|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,223|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 13:56:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 13:56:56,223|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 13:56:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 13:56:56,224|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 13:56:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 13:56:56,224|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 13:56:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 13:56:56,224|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,226|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,226|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,226|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,227|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,227|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,228|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,229|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,229|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,229|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,231|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,231|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,231|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,232|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,232|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,232|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,233|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,233|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,233|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,235|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,235|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,235|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,236|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 13:56:56,237|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 13:56:56,237|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,238|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,238|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,238|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,239|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,239|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,239|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,240|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,240|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,240|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,240|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 13:56:56,240|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 13:56:56,240|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,241|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,241|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,241|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,241|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,241|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,241|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 13:56:56,244|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,244|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 13:56:56,252|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,252|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,257|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,257|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,261|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,261|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,261|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,261|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,262|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,262|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,262|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,262|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,263|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,263|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,263|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,263|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,263|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,264|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,264|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,264|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,265|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,265|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,265|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,265|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,266|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,266|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,266|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,266|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,266|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,266|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 13:56:56,267|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 13:56:56,267|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,267|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,267|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,267|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,267|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,268|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 13:56:56,268|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 13:56:56,268|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 13:56:56,268|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,268|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,268|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 13:56:56,269|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 13:56:56,269|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,270|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,270|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,270|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 13:56:56,270|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 13:56:56,271|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,271|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,271|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,271|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 13:56:56,271|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 13:56:56,271|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,272|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,272|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,272|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,273|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 13:56:56,273|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 13:56:56,273|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,273|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 13:56:56,273|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 13:56:56,273|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,273|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 13:56:56,273|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 13:56:56,273|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 13:56:56,274|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 13:56:56,274|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,274|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,274|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,274|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,275|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,275|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,275|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,275|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,276|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,276|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,276|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,276|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,276|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 13:56:56,276|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 13:56:56,276|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,276|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,293|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,293|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,293|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,293|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,293|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 13:56:56,294|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 13:56:56,294|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 13:56:56,294|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 13:56:56,294|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 13:56:56,294|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 13:56:56,294|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 13:56:56,302|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 13:56:56,332|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 13:56:56,954|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 13:56:56,954|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 13:56:56,955|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 13:56:56,957|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.KRcwQF8IcvUB8wkKVHmxTw can be locked, left-over from previous instance

2021-03-15 13:56:56,957|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 13:56:56,965|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 13:56:56,965|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 13:56:56,969|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.E1Bmi2alHQK\_M-yHWQNlWw

2021-03-15 13:56:56,969|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.E1Bmi2alHQK\_M-yHWQNlWw created

2021-03-15 13:57:01,783|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 13:57:01,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 13:57:02,199|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 13:57:02,200|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 13:57:02,202|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 13:57:02,202|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 13:57:02,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 13:57:02,216|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 13:57:02,217|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 13:57:02,217|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 13:57:02,219|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 13:57:02,237|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 13:57:02,241|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125932\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=7961, averageStartupTime=8354, startTimestamp=1615806549378, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125954\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7528, averageStartupTime=7528, startTimestamp=1615806195951, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1f4c328}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.125959\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10069, averageStartupTime=10063, startTimestamp=1615806557807, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@171809e}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130005\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=12687, averageStartupTime=12687, startTimestamp=1615806203548, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@13d680}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130020\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130042\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.130049\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:57:06,216|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 13:57:06,218|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 13:57:06,222|INFO |main| IShield - command :abort all tasks

2021-03-15 13:57:06,223|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:06,224|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 13:57:06,255|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 13:57:06,255|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 13:57:10,222|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 13:57:10,222|INFO |main| IShield - command :killall

2021-03-15 13:57:10,222|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:10,222|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 13:57:10,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 13:57:10,237|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:57:10,242|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 13:57:10,242|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 13:57:10,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 13:57:10,244|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 13:57:10,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 13:57:10,246|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 13:57:10,246|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,246|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,246|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 13:57:10,249|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:10,252|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:10,255|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:10,257|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:10,258|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 13:57:10,258|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 13:57:10,258|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 13:57:10,258|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,258|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 13:57:10,262|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:10,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:10,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 13:57:10,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 13:57:10,268|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:10,271|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:10,271|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 13:57:10,271|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,271|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 13:57:10,274|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:10,277|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:10,277|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 13:57:10,277|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 13:57:10,281|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:10,283|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:10,286|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:10,286|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 13:57:10,286|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,286|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 13:57:10,288|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:10,290|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:57:10,290|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 13:57:10,290|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 13:57:10,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:10,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:10,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:10,302|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:10,302|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 13:57:10,302|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,302|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 13:57:10,302|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:10,309|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 13:57:10,309|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 13:57:10,309|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 13:57:10,312|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:57:10,317|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:10,321|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:10,324|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 13:57:10,328|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 13:57:10,432|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 13:57:10,432|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:57:14,215|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 13:57:14,218|INFO |main| IShield - command :quick killall

2021-03-15 13:57:14,218|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:14,219|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 13:57:14,220|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 13:57:14,274|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 13:57:14,274|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 13:57:14,274|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 13:57:14,332|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 13:57:14,332|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 13:57:18,215|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 13:57:18,218|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 13:57:18,218|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:18,220|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 13:57:18,232|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 13:57:22,216|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 13:57:22,218|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 13:57:22,218|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:22,219|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 13:57:22,225|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 13:57:22,225|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 13:57:26,215|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 13:57:26,217|INFO |main| IShield - command :killall

2021-03-15 13:57:26,218|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:26,219|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 13:57:26,219|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 13:57:26,225|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 13:57:26,226|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,227|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 13:57:26,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,234|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:26,235|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:26,235|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 13:57:26,235|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 13:57:26,235|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 13:57:26,235|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,235|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 13:57:26,238|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,241|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:26,241|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 13:57:26,241|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 13:57:26,243|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:26,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:26,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 13:57:26,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,245|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 13:57:26,248|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:26,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 13:57:26,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 13:57:26,254|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:26,256|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:26,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:26,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 13:57:26,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 13:57:26,261|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,263|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:57:26,263|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 13:57:26,263|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 13:57:26,268|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:26,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:26,272|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:26,274|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:26,274|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 13:57:26,274|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,274|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 13:57:26,276|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,278|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 13:57:26,278|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 13:57:26,278|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 13:57:26,280|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:57:26,283|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:26,285|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:26,287|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:26,289|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:26,289|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 13:57:26,289|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 13:57:26,289|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-15 13:57:26,291|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 13:57:26,294|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-15 13:57:26,294|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-15 13:57:26,294|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-15 13:57:26,296|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 13:57:26,298|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 13:57:26,301|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 13:57:26,304|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 13:57:26,307|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 13:57:26,309|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 13:57:26,309|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 13:57:26,309|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 13:57:26,325|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 13:57:26,326|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 13:57:30,216|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 13:57:30,219|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 13:57:30,219|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:30,220|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 13:57:30,232|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 13:57:34,216|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 13:57:34,218|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 13:57:34,219|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:34,219|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 13:57:34,224|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 13:57:34,224|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 13:57:38,216|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 13:57:38,219|INFO |main| IShield - command :force deconfigureall

2021-03-15 13:57:38,219|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:57:38,221|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-15 13:57:38,222|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-15 13:57:40,318|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 165.02 GB

2021-03-15 13:57:40,318|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.19 MB ( incl. extension factor 1.2)

2021-03-15 13:57:40,318|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-15 13:57:40,962|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-15 13:57:41,477|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-15 13:57:44,147|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-15 13:57:51,615|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-15 13:58:02,689|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-15 13:58:03,692|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-15 13:58:04,222|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-15 13:58:04,255|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-15 13:58:04,257|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.125932\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=8354, lastStartupTime=7961, startTimestamp=1615806549378, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.125954\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7528, lastStartupTime=7528, startTimestamp=1615806195951, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.125959\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10063, lastStartupTime=10069, startTimestamp=1615806557807, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.130005\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=12687, lastStartupTime=12687, startTimestamp=1615806203548, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, UNKNOWN, STOPPING, STARTED, STOPPED, FAILED, STARTING, DOWN]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.130020\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, UNKNOWN, STOPPING, STARTED, STOPPED, FAILED, STARTING, DOWN]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, UNKNOWN, STOPPING, STARTED, STOPPED, FAILED, STARTING, DOWN]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.130042\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.130049\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-15 13:58:08,216|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-15 13:58:08,216|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 13:58:08,216|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:58:08,216|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 13:58:08,222|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 13:58:12,232|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 13:58:12,234|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 13:58:12,235|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:58:12,236|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 13:58:12,237|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 13:58:12,238|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 13:58:16,232|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 13:58:16,232|INFO |main| IShield - command :killall

2021-03-15 13:58:16,232|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:58:16,232|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 13:58:16,232|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 13:58:16,232|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 13:58:16,334|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 13:58:16,334|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 13:58:20,232|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 13:58:20,232|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 13:58:20,232|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:58:20,232|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 13:58:20,232|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 13:58:24,232|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 13:58:24,233|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 13:58:24,233|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 13:58:24,233|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 13:58:24,236|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 13:58:24,236|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 13:58:28,232|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 13:58:44,662|INFO |main| IShield - Kill Tasks : ;;

2021-03-15 13:58:44,662|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-15 13:58:55,966|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect

2021-03-15 13:58:55,966|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 13:58:55,966|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 14:02:56,100|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 14:02:56,100|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-15 14:02:56,100|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 14:03:56,100|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-15 14:03:56,100|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 14:13:57,158|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-15 14:13:57,158|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-15 14:14:01,611|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 14:14:01,689|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 14:56:43,529|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 14:56:43,703|INFO |main| IShield - CMD : oem01

2021-03-15 14:56:43,704|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 14:56:43,704|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-15 14:56:43,708|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 14:56:44,435|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 14:56:44,436|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 14:56:44,439|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-15 14:56:47,899|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-15 14:56:53,632|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-15 14:57:03,716|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-15 14:57:20,016|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-15 14:57:34,873|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-15 14:57:34,874|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-15 14:57:34,879|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-15 14:57:50,056|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-15 14:57:50,057|INFO |main| IShield - Dialog : lic.source

2021-03-15 14:57:50,064|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-15 14:58:03,082|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-15 14:58:04,084|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 14:58:04,469|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 14:58:05,108|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-15 14:58:05,109|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-15 14:58:14,549|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-15 14:58:16,372|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-15 14:58:17,912|INFO |main| IShield - close Firewall port : 14051

2021-03-15 14:58:18,080|INFO |main| IShield - open Firewall port : 14051

2021-03-15 14:58:18,493|INFO |main| IShield - close Firewall port : 44687

2021-03-15 14:58:18,682|INFO |main| IShield - open Firewall port : 44687

2021-03-15 14:58:19,195|INFO |main| IShield - close Firewall port : 14050

2021-03-15 14:58:19,367|INFO |main| IShield - open Firewall port : 14050

2021-03-15 14:58:19,941|INFO |main| IShield - close Firewall port : 14048

2021-03-15 14:58:20,116|INFO |main| IShield - open Firewall port : 14048

2021-03-15 14:58:25,137|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-15 14:58:25,843|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-15 14:58:45,389|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-15 14:59:02,065|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-15 14:59:04,065|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-15 14:59:55,895|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-15 14:59:55,896|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 14:59:55,936|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 14:59:56,167|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,169|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,169|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,170|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,170|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,170|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,171|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,172|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,172|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,173|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 14:59:56,173|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 14:59:56,173|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 14:59:56,173|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 14:59:56,174|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,174|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 14:59:56,174|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 14:59:56,174|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,175|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,176|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,176|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,177|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,177|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,177|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,179|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,179|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,179|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,180|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,180|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,180|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,182|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,182|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,182|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,183|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,183|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,183|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,184|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,184|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,184|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,185|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 14:59:56,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 14:59:56,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,188|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,188|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,188|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,189|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,189|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,189|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,189|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,190|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,190|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,190|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 14:59:56,190|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 14:59:56,190|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,190|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,190|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,191|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,191|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,191|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,191|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,192|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,192|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,192|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,192|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 14:59:56,192|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 14:59:56,193|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,193|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,193|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,193|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,194|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,194|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,194|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,195|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,195|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,195|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,195|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 14:59:56,195|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 14:59:56,195|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,195|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 14:59:56,195|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 14:59:56,195|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,196|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 14:59:56,196|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 14:59:56,196|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,196|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 14:59:56,196|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 14:59:56,196|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,197|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 14:59:56,197|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 14:59:56,197|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,197|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 14:59:56,197|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 14:59:56,197|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,198|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 14:59:56,198|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 14:59:56,198|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,198|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 14:59:56,199|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 14:59:56,199|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,199|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 14:59:56,199|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 14:59:56,199|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,200|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,200|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,200|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,200|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,200|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,200|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,201|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,201|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,201|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,201|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 14:59:56,201|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 14:59:56,201|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,202|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 14:59:56,202|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 14:59:56,202|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,202|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 14:59:56,202|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 14:59:56,202|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 14:59:56,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 14:59:56,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 14:59:56,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 14:59:56,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,204|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,204|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,204|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,204|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,204|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,205|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,205|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,205|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,205|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,206|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,206|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,206|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,206|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,206|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,206|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 14:59:56,206|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 14:59:56,206|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,207|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,207|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,207|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,207|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,207|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,207|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,207|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,207|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,207|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,208|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,208|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,208|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,208|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,208|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,208|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,209|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,209|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,209|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,210|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,210|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,210|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,210|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,210|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,210|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,211|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,211|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,211|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,211|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,211|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,211|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 14:59:56,212|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 14:59:56,212|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,212|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,212|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,212|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,213|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,213|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 14:59:56,213|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 14:59:56,213|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 14:59:56,213|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,213|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,214|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,214|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,214|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,214|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,214|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 14:59:56,215|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 14:59:56,215|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,215|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,215|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,215|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,215|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,215|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,215|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,216|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 14:59:56,216|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,216|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,216|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,216|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,217|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 14:59:56,217|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,217|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 14:59:56,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 14:59:56,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 14:59:56,219|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 14:59:56,219|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 14:59:56,219|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 14:59:56,219|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 14:59:56,219|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,220|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,220|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,220|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,220|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,221|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,221|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,221|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,221|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,222|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 14:59:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 14:59:56,222|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,222|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,222|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,223|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 14:59:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 14:59:56,223|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 14:59:56,223|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 14:59:56,224|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,224|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 14:59:56,228|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 14:59:56,229|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,229|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 14:59:56,229|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 14:59:56,229|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,229|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 14:59:56,229|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 14:59:56,229|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 14:59:56,229|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 14:59:56,230|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 14:59:56,233|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 14:59:56,237|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 14:59:56,237|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 14:59:56,239|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 14:59:56,241|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.E1Bmi2alHQK\_M-yHWQNlWw can be locked, left-over from previous instance

2021-03-15 14:59:56,242|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 14:59:56,248|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 14:59:56,249|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 14:59:56,255|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.Oum1xLKqK7lgQcVO\_w19Sw

2021-03-15 14:59:56,256|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.Oum1xLKqK7lgQcVO\_w19Sw created

2021-03-15 15:00:01,065|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 15:00:01,066|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 15:00:01,517|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 15:00:01,518|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 15:00:01,518|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 15:00:01,519|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 15:00:01,521|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 15:00:01,534|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 15:00:05,513|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 15:00:05,686|INFO |main| IShield - command :list

2021-03-15 15:00:05,687|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:05,688|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 15:00:05,694|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 15:00:05,694|DEBUG|Thread-18| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:00:09,685|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-15 15:00:09,744|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 15:00:09,745|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:09,745|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 15:00:09,753|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 15:00:13,747|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 15:00:13,748|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-15 15:00:13,748|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:13,749|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-15 15:00:13,758|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-15 15:00:17,747|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-15 15:00:17,749|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 15:00:17,750|INFO |main| IShield - # command : list

2021-03-15 15:00:17,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:17,751|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 15:00:17,757|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 15:00:17,757|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:00:21,747|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-15 15:00:21,749|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 15:00:21,751|INFO |main| IShield - command :abort all tasks

2021-03-15 15:00:21,752|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:21,753|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 15:00:21,782|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 15:00:21,782|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 15:00:25,747|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 15:00:25,750|INFO |main| IShield - command :killall

2021-03-15 15:00:25,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:25,752|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 15:00:25,756|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 15:00:25,761|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 15:00:25,762|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 15:00:25,763|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 15:00:25,859|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 15:00:25,860|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 15:00:29,747|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 15:00:29,751|INFO |main| IShield - command :quick killall

2021-03-15 15:00:29,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:29,752|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 15:00:29,753|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 15:00:29,834|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 15:00:29,835|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 15:00:29,835|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 15:00:29,856|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 15:00:29,856|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 15:00:33,747|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 15:00:33,754|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-15 15:00:33,755|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:33,757|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:00:33,770|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:00:33,771|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:00:34,606|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:00:34,607|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:00:36,730|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:00:36,736|WARN |Thread-27| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:00:36,737|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:00:36,737|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-15 15:00:36,748|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:00:40,747|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-15 15:00:40,753|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-15 15:00:40,754|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:00:40,755|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:00:40,764|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:00:40,787|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:00:59,225|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-15 15:00:59,225|ERROR|Thread-28| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-15 15:01:02,746|INFO |main| IShield - sz\_stdout :

2021-03-15 15:01:02,746|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-15 15:01:02,751|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-15 15:01:02,752|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:01:02,753|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:01:02,759|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:02,779|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:03,802|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:01:03,806|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:01:03,806|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:01:03,806|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 15:01:03,806|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-15 15:01:03,818|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:01:07,747|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-15 15:01:07,754|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-15 15:01:07,755|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:01:07,756|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:01:07,762|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:07,780|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:09,614|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:01:09,617|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:01:09,618|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:01:09,618|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 15:01:09,618|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 15:01:09,618|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-15 15:01:09,626|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:01:12,746|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-15 15:01:12,752|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-15 15:01:12,752|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:01:12,753|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:01:12,761|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:12,781|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:21,832|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:01:21,840|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:01:21,840|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:01:21,840|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 15:01:21,840|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 15:01:21,840|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 15:01:21,840|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-15 15:01:21,853|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:01:25,746|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-15 15:01:25,752|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-15 15:01:25,753|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:01:25,753|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:01:25,771|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:25,793|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:46,148|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:01:46,154|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:01:46,154|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:01:46,155|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 15:01:46,155|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 15:01:46,155|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 15:01:46,155|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 15:01:46,155|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-15 15:01:46,163|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:01:49,748|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-15 15:01:49,755|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-15 15:01:49,755|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:01:49,756|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:01:49,766|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:49,797|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:53,695|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:01:53,700|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:01:53,700|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:01:53,700|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 15:01:53,701|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 15:01:53,701|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 15:01:53,701|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 15:01:53,701|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-15 15:01:53,701|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-15 15:01:53,710|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:01:56,747|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-15 15:01:56,753|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-15 15:01:56,753|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:01:56,754|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-15 15:01:56,767|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:56,790|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:01:58,688|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-15 15:01:58,693|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-15 15:01:58,693|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-15 15:01:58,701|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-15 15:02:01,746|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-15 15:02:01,750|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-15 15:02:01,751|INFO |main| IShield - # command :list

2021-03-15 15:02:01,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:01,752|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 15:02:01,764|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-15 15:02:01,764|DEBUG|Thread-35| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150102\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150108\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150114\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150129\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150150\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150157\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:02:05,748|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 15:02:05,754|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-15 15:02:05,758|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-15 15:02:05,759|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:05,761|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-15 15:02:07,998|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-15 15:02:07,998|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:11,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:11,749|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-15 15:02:11,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:11,751|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-15 15:02:13,765|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-15 15:02:13,765|DEBUG|Thread-37| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:17,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:17,749|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-15 15:02:17,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:17,751|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-15 15:02:18,247|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-15 15:02:18,247|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:21,746|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:21,748|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-15 15:02:21,749|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:21,753|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-15 15:02:22,045|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-15 15:02:22,045|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:25,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:25,751|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-15 15:02:25,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:25,752|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-15 15:02:26,282|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-15 15:02:26,282|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:29,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:29,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-15 15:02:29,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:29,751|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-15 15:02:30,065|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-15 15:02:30,065|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:33,746|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:33,748|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-15 15:02:33,749|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:33,750|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-15 15:02:34,068|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-15 15:02:34,068|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:37,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:37,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-15 15:02:37,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:37,751|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-15 15:02:38,085|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-15 15:02:38,086|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:41,748|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:41,751|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-15 15:02:41,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:41,752|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-15 15:02:42,105|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-15 15:02:42,105|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:45,746|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:45,749|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-15 15:02:45,749|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:45,750|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-15 15:02:46,029|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-15 15:02:46,030|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:49,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:49,749|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-15 15:02:49,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:49,751|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-15 15:02:49,896|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-15 15:02:49,896|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:53,748|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:53,751|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-15 15:02:53,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:53,752|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-15 15:02:53,905|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-15 15:02:53,905|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:02:57,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:02:57,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-15 15:02:57,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:02:57,751|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-15 15:02:57,887|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-15 15:02:57,888|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:01,746|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:01,749|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-15 15:03:01,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:01,751|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-15 15:03:01,890|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-15 15:03:01,890|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:05,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:05,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-15 15:03:05,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:05,751|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-15 15:03:05,900|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-15 15:03:05,900|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:09,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:09,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-15 15:03:09,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:09,751|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-15 15:03:09,899|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-15 15:03:09,899|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:13,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:13,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-15 15:03:13,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:13,752|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-15 15:03:13,892|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-15 15:03:13,892|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:17,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:17,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-15 15:03:17,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:17,751|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-15 15:03:17,899|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-15 15:03:17,899|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:21,748|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:21,751|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-15 15:03:21,752|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:21,752|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-15 15:03:21,910|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-15 15:03:21,910|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:25,748|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:25,750|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-15 15:03:25,751|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:25,751|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-15 15:03:25,888|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-15 15:03:25,888|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:29,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:29,752|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-15 15:03:29,753|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:29,754|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-15 15:03:29,971|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-15 15:03:29,971|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:33,747|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-15 15:03:33,749|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-15 15:03:33,750|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:33,751|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-15 15:03:41,489|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-15 15:03:41,490|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,746|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-15 15:03:44,852|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 15:03:44,903|INFO |main| IShield - command :list

2021-03-15 15:03:44,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,905|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,905|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,905|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 15:03:44,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 15:03:44,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 15:03:44,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 15:03:44,906|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 15:03:44,906|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,907|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,907|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,907|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,908|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,908|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,908|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,908|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,908|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 15:03:44,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,909|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 15:03:44,909|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 15:03:44,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:03:44,910|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:03:44,910|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 15:03:44,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 15:03:44,911|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 15:03:44,911|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 15:03:44,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 15:03:44,912|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,912|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 15:03:44,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 15:03:44,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 15:03:44,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 15:03:44,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 15:03:44,913|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 15:03:44,913|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 15:03:44,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 15:03:44,915|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 15:03:44,915|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 15:03:44,915|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 15:03:44,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 15:03:44,916|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,916|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:03:44,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:03:44,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:03:44,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:03:44,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,917|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,917|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:03:44,918|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,918|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,919|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,919|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,920|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 15:03:44,921|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,921|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,922|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,922|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 15:03:44,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 15:03:44,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 15:03:44,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 15:03:44,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 15:03:44,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 15:03:44,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 15:03:44,925|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:03:44,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:03:44,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 15:03:44,928|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 15:03:44,928|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 15:03:44,928|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 15:03:44,928|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 15:03:44,928|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 15:03:44,929|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 15:03:44,932|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 15:03:44,932|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 15:03:44,932|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 15:03:44,932|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.Oum1xLKqK7lgQcVO\_w19Sw, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 15:03:44,932|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.VTJ5\_QFn5qZhASl3AvR2Fg

2021-03-15 15:03:44,933|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.VTJ5\_QFn5qZhASl3AvR2Fg created

2021-03-15 15:03:49,731|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 15:03:49,732|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 15:03:49,860|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 15:03:49,860|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:03:49,861|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 15:03:49,862|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 15:03:49,872|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 15:03:49,872|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 15:03:49,872|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 15:03:49,872|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 15:03:49,873|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 15:03:49,886|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-15 15:03:49,887|DEBUG|Thread-66| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150102\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150108\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150114\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150129\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150150\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150157\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:03:53,871|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 15:03:53,872|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-15 15:03:53,881|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-15 15:03:53,881|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:03:53,884|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-15 15:03:53,885|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:53,886|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-15 15:03:54,663|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-15 15:03:54,664|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:03:57,888|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-15 15:03:57,889|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-15 15:03:57,889|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:03:57,890|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-15 15:03:57,899|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-15 15:04:01,887|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-15 15:04:11,166|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-15 15:04:11,167|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:04:11,169|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-15 15:04:11,170|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-15 15:04:11,179|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:04:11,179|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 15:04:11,179|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 15:04:11,179|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 15:04:11,179|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 15:04:11,180|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-15 15:04:11,181|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-15 15:04:22,173|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-15 15:04:22,175|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:22,426|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:22,680|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:22,932|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:23,184|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:23,436|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:23,689|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:23,942|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:24,211|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:24,464|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:24,716|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:24,968|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:25,221|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:25,473|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:25,725|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:25,978|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:26,231|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:26,484|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:26,737|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:26,989|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:27,242|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:27,493|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 15:04:27,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 15:04:27,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 16242ms.

2021-03-15 15:04:27,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 16242ms.

2021-03-15 15:04:27,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-15 15:04:27,496|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-15 15:04:29,948|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-15 15:04:29,950|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:30,203|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:30,456|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:30,709|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:30,961|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:31,214|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:31,466|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:31,719|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:31,971|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:32,223|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:32,475|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:32,728|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:32,981|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:33,234|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:33,486|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:33,737|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:33,989|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:34,242|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:34,494|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:34,747|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:34,999|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:35,252|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:35,505|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:35,758|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:36,012|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:36,263|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:36,516|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:36,769|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:37,021|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:37,274|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:37,527|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:37,780|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7750msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 15:04:37,782|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 15:04:37,783|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 10202ms.

2021-03-15 15:04:37,783|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 10202ms.

2021-03-15 15:04:37,785|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 15:04:37,785|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-15 15:04:37,785|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 15:04:40,237|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-15 15:04:40,239|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:40,492|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:40,745|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:40,998|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:41,251|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:41,503|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:41,756|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:42,009|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:42,262|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:42,514|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:42,767|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:43,019|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:43,271|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:43,525|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:43,778|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:44,030|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:44,282|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:44,533|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:44,787|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:45,040|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:45,291|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:45,544|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 15:04:45,545|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-15 15:04:45,545|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7702ms.

2021-03-15 15:04:45,545|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7702ms.

2021-03-15 15:04:45,547|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 15:04:45,549|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 15:04:45,549|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-15 15:04:45,549|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 15:04:48,526|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-15 15:04:48,530|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:48,783|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:49,039|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:49,292|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:49,545|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:49,797|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:50,053|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:50,307|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:50,559|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:50,813|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:51,066|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:51,320|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:51,574|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:51,828|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:52,081|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:52,333|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:52,587|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:52,841|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:53,094|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:53,347|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:53,600|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:53,854|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:54,108|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:54,361|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:54,614|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:54,868|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:55,120|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:55,373|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:55,627|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:55,880|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:56,133|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:56,386|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:56,641|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:56,893|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:57,145|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:57,399|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:57,651|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:57,904|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:58,158|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-15 15:04:58,410|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTED, desired states: [STARTED]

2021-03-15 15:04:58,412|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-15 15:04:58,412|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 12727ms.

2021-03-15 15:04:58,412|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 12727ms.

2021-03-15 15:04:58,414|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-15 15:04:58,416|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-15 15:04:58,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-15 15:04:58,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-15 15:04:58,417|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-15 15:04:58,489|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-15 15:04:58,489|DEBUG|Thread-69| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:05:02,168|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-15 15:05:02,169|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-15 15:05:02,170|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:05:02,172|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-15 15:05:02,176|INFO |Thread-71| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-15 15:05:02,181|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-15 15:05:02,181|DEBUG|Thread-71| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-15 15:05:06,168|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-15 15:05:06,204|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:06,205|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:05:06,206|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-15 15:05:15,751|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 15:05:15,751|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:05:19,200|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:19,201|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:19,201|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:05:19,202|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 15:05:26,391|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 15:05:26,391|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:05:30,200|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:30,201|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:30,201|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:05:30,202|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 15:05:37,239|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 15:05:37,240|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:05:41,200|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:42,098|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:42,098|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:05:42,099|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 15:05:49,107|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-15 15:05:49,108|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:05:53,092|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:53,093|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{B7AA4500-3F79-4F12-AFB9-8F1EC7931FDF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:05:53,093|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:05:53,095|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{B7AA4500-3F79-4F12-AFB9-8F1EC7931FDF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 15:06:00,562|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{B7AA4500-3F79-4F12-AFB9-8F1EC7931FDF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 15:06:00,562|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{B7AA4500-3F79-4F12-AFB9-8F1EC7931FDF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:06:04,091|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{B7AA4500-3F79-4F12-AFB9-8F1EC7931FDF}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:06:04,092|INFO |main| IShield - command : set autostart.mode=off

2021-03-15 15:06:04,092|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:04,093|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-15 15:06:04,103|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-15 15:06:08,092|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-15 15:06:08,093|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-15 15:06:08,093|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:08,094|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-15 15:06:08,103|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-15 15:06:12,090|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-15 15:06:12,090|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-15 15:06:12,304|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 15:06:12,304|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:12,305|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-15 15:06:19,491|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-15 15:06:19,492|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:06:23,295|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-15 15:06:23,297|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-15 15:06:23,297|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:23,298|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-15 15:06:30,464|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAABS: OK

2021-03-15 15:06:30,464|DEBUG|Thread-80| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:06:34,294|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local.

2021-03-15 15:06:34,296|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-15 15:06:34,297|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:34,297|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-15 15:06:41,493|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT: OK

2021-03-15 15:06:41,493|DEBUG|Thread-81| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:06:45,294|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local.

2021-03-15 15:06:45,295|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-15 15:06:45,296|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:45,297|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-15 15:06:52,522|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD: OK

2021-03-15 15:06:52,523|DEBUG|Thread-82| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:06:56,293|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local.

2021-03-15 15:06:56,294|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-15 15:06:56,295|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:06:56,296|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-15 15:07:03,453|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-15 15:07:03,453|DEBUG|Thread-83| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:07:07,293|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-15 15:07:07,295|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-15 15:07:07,295|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:07:07,296|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-15 15:07:14,391|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUD: OK

2021-03-15 15:07:14,391|DEBUG|Thread-84| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:07:18,293|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local.

2021-03-15 15:07:18,295|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-15 15:07:18,295|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:07:18,296|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-15 15:07:25,414|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-15 15:07:25,414|DEBUG|Thread-85| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:07:29,295|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-15 15:07:29,296|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-15 15:07:29,297|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:07:29,297|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-15 15:07:36,409|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YBO: OK

2021-03-15 15:07:36,409|DEBUG|Thread-86| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:07:40,294|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local.

2021-03-15 15:07:40,296|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-15 15:07:40,296|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:07:40,297|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-15 15:07:47,421|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC: OK

2021-03-15 15:07:47,421|DEBUG|Thread-87| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:07:51,295|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local.

2021-03-15 15:07:51,505|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:07:51,506|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:07:51,506|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 15:07:58,489|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 15:07:58,489|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:08:01,497|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:08:01,498|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:08:01,499|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:08:01,500|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-15 15:08:08,552|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-15 15:08:08,552|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-15 15:08:12,498|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-15 15:08:12,499|INFO |main| IShield - command : stopall

2021-03-15 15:08:12,500|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:08:12,501|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-15 15:08:12,502|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-15 15:08:12,508|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 15:08:12,508|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-15 15:08:12,509|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-15 15:08:12,511|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:08:12,513|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:08:12,515|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:08:12,516|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:08:12,516|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-15 15:08:12,516|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-15 15:08:12,516|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-15 15:08:12,516|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-15 15:08:12,516|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-15 15:08:12,519|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:08:12,521|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:08:12,521|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-15 15:08:12,521|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-15 15:08:12,523|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:08:12,525|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:08:12,525|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-15 15:08:12,525|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 15:08:16,638|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-15 15:08:16,640|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:16,893|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:17,147|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:17,400|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:17,653|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:17,906|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:18,159|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:08:18,161|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:08:18,161|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 5613ms.

2021-03-15 15:08:18,162|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 5613ms.

2021-03-15 15:08:18,164|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:08:18,166|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:08:18,168|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:08:18,168|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-15 15:08:18,168|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 15:08:24,867|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-15 15:08:24,869|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:25,120|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:08:25,122|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:08:25,122|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 6949ms.

2021-03-15 15:08:25,122|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 6949ms.

2021-03-15 15:08:25,124|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:08:25,127|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:08:25,129|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:08:25,130|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:08:25,130|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-15 15:08:25,130|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-15 15:08:27,853|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-15 15:08:27,855|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-15 15:08:28,108|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:08:28,110|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 15:08:28,110|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 2973ms.

2021-03-15 15:08:28,110|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 2973ms.

2021-03-15 15:08:28,112|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:08:28,114|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:08:28,117|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:08:28,120|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:08:28,122|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:08:28,122|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-15 15:08:28,122|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-15 15:08:30,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 15:08:30,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 15:08:30,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-15 15:08:30,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-15 15:08:31,042|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-15 15:08:31,042|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:08:34,498|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-15 15:08:34,499|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-15 15:08:34,499|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:08:34,500|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-15 15:08:34,510|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-15 15:08:38,498|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-15 15:08:38,711|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-15 15:08:38,713|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-15 15:08:38,714|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-15 15:08:38,715|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-15 15:08:38,721|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-15 15:08:38,722|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-15 15:08:38,727|INFO |main| IShield - CopyFile C:\Users\bboyadzhiev2\OneDrive - DXC Production\OPF\Aris\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-15 15:08:38,763|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-15 15:08:38,853|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-15 15:08:49,551|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-15 15:59:07,514|INFO |main| IShield - Setup start ######################################################################################################

2021-03-15 15:59:08,060|INFO |main| IShield - CMD : oem01

2021-03-15 15:59:08,060|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 15:59:08,061|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-15 15:59:08,065|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-15 15:59:08,792|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-15 15:59:08,792|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-15 15:59:08,792|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-15 15:59:10,454|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-15 15:59:10,949|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 15:59:10,949|INFO |main| IShield - # command : list

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-15 15:59:11,187|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 15:59:11,187|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-15 15:59:11,203|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,203|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:59:11,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:59:11,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-15 15:59:11,234|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-15 15:59:11,234|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-15 15:59:11,250|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,250|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,256|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,256|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-15 15:59:11,256|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-15 15:59:11,256|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-15 15:59:11,256|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-15 15:59:11,272|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-15 15:59:11,272|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-15 15:59:11,272|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-15 15:59:11,272|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-15 15:59:11,303|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-15 15:59:11,929|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-15 15:59:11,945|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-15 15:59:11,945|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-15 15:59:11,945|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.7CRvjAU1Lry33r638LUYoA can be locked, left-over from previous instance

2021-03-15 15:59:11,945|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 15:59:11,945|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 15:59:11,945|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-15 15:59:11,961|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.POSgZl2ndTUWfu4rZ-lN0g

2021-03-15 15:59:11,961|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.POSgZl2ndTUWfu4rZ-lN0g created

2021-03-15 15:59:16,794|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-15 15:59:16,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-15 15:59:17,197|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-15 15:59:17,197|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-15 15:59:17,197|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 15:59:17,197|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-15 15:59:17,218|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-15 15:59:17,218|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-15 15:59:17,218|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-15 15:59:17,218|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-15 15:59:17,218|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-15 15:59:17,225|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-15 15:59:17,240|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=7917, averageStartupTime=11996, startTimestamp=1615813758558, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150102\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7526, averageStartupTime=7526, startTimestamp=1615813477787, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@54c267}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150108\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10063, averageStartupTime=10085, startTimestamp=1615813766937, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@2eb66c}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150114\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=12784, averageStartupTime=12784, startTimestamp=1615813485551, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@9b20dc}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150129\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150150\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210315.150157\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:59:21,220|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-15 15:59:21,220|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-15 15:59:21,220|INFO |main| IShield - command :abort all tasks

2021-03-15 15:59:21,220|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:21,220|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-15 15:59:21,251|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-15 15:59:21,251|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-15 15:59:25,223|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-15 15:59:25,223|INFO |main| IShield - command :killall

2021-03-15 15:59:25,223|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:25,229|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 15:59:25,229|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,229|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 15:59:25,247|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:25,250|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 15:59:25,251|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 15:59:25,266|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:25,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:59:25,297|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 15:59:25,314|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 15:59:25,345|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 15:59:25,345|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:59:29,217|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 15:59:29,217|INFO |main| IShield - command :quick killall

2021-03-15 15:59:29,217|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:29,217|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-15 15:59:29,217|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-15 15:59:29,270|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-15 15:59:29,270|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-15 15:59:29,270|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-15 15:59:29,320|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-15 15:59:29,320|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-15 15:59:33,228|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-15 15:59:33,228|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 15:59:33,228|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:33,234|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 15:59:33,241|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 15:59:37,247|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 15:59:37,250|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 15:59:37,251|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:37,251|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 15:59:37,251|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 15:59:37,251|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 15:59:41,248|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 15:59:41,251|INFO |main| IShield - command :killall

2021-03-15 15:59:41,251|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:41,252|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 15:59:41,252|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 15:59:41,258|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-15 15:59:41,259|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-15 15:59:41,260|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,261|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,261|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-15 15:59:41,263|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,265|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,267|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:41,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:41,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 15:59:41,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-15 15:59:41,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-15 15:59:41,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,270|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-15 15:59:41,273|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,276|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:41,276|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-15 15:59:41,276|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-15 15:59:41,278|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:41,280|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:41,280|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-15 15:59:41,280|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,280|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-15 15:59:41,282|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,285|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:41,285|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-15 15:59:41,285|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-15 15:59:41,288|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:41,290|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:41,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:41,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-15 15:59:41,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,292|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-15 15:59:41,294|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,296|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:59:41,296|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-15 15:59:41,296|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-15 15:59:41,299|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:41,302|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:41,304|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:41,306|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:41,307|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-15 15:59:41,307|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,307|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-15 15:59:41,308|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,311|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 15:59:41,311|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-15 15:59:41,311|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-15 15:59:41,313|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:59:41,315|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:41,318|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:41,321|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:41,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:41,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-15 15:59:41,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-15 15:59:41,323|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-15 15:59:41,325|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-15 15:59:41,327|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-15 15:59:41,327|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-15 15:59:41,327|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-15 15:59:41,329|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-15 15:59:41,331|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-15 15:59:41,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-15 15:59:41,338|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-15 15:59:41,340|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-15 15:59:41,342|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-15 15:59:41,342|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 15:59:41,342|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 15:59:41,357|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 15:59:41,358|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-15 15:59:45,259|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 15:59:45,259|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 15:59:45,259|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:45,259|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 15:59:45,259|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 15:59:49,265|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 15:59:49,267|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 15:59:49,267|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:49,267|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 15:59:49,277|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 15:59:49,277|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 15:59:53,271|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 15:59:53,271|INFO |main| IShield - command :force deconfigureall

2021-03-15 15:59:53,271|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 15:59:53,271|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-15 15:59:53,271|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-15 15:59:55,548|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 159.97 GB

2021-03-15 15:59:55,548|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.20 MB ( incl. extension factor 1.2)

2021-03-15 15:59:55,548|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-15 15:59:56,171|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-15 15:59:56,666|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-15 15:59:58,788|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-15 16:00:06,275|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-15 16:00:18,067|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-15 16:00:19,146|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-15 16:00:19,663|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-15 16:00:19,717|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-15 16:00:19,717|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=11996, lastStartupTime=7917, startTimestamp=1615813758558, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150102\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7526, lastStartupTime=7526, startTimestamp=1615813477787, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150108\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10085, lastStartupTime=10063, startTimestamp=1615813766937, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150114\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=12784, lastStartupTime=12784, startTimestamp=1615813485551, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, STARTING, DOWN, STARTED, DEACTIVATED, STOPPED, UNKNOWN, STOPPING]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150129\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, STARTING, DOWN, STARTED, DEACTIVATED, STOPPED, UNKNOWN, STOPPING]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[FAILED, STARTING, DOWN, STARTED, DEACTIVATED, STOPPED, UNKNOWN, STOPPING]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150150\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210315.150157\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[FAILED, DEACTIVATED, STOPPED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-15 16:00:23,327|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-15 16:00:23,329|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-15 16:00:23,329|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 16:00:23,329|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-15 16:00:23,337|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-15 16:00:27,326|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-15 16:00:27,328|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-15 16:00:27,329|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 16:00:27,329|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-15 16:00:27,332|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-15 16:00:27,332|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-15 16:00:31,326|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-15 16:00:31,328|INFO |main| IShield - command :killall

2021-03-15 16:00:31,329|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 16:00:31,330|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-15 16:00:31,330|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-15 16:00:31,333|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-15 16:00:31,334|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-15 16:00:31,432|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-15 16:00:31,432|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-15 16:00:35,349|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-15 16:00:35,349|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-15 16:00:35,349|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 16:00:35,349|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-15 16:00:35,349|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-15 16:00:39,344|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-15 16:00:39,344|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-15 16:00:39,344|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-15 16:00:39,344|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-15 16:00:39,344|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-15 16:00:39,344|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-15 16:00:43,342|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-15 16:00:59,946|INFO |main| IShield - Kill Tasks : ;;

2021-03-15 16:00:59,946|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-15 16:01:16,893|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-15 16:01:16,893|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-15 16:01:16,901|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 16:05:11,097|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 16:05:11,097|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-15 16:05:11,097|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 16:06:11,097|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-15 16:06:11,097|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-15 16:16:50,887|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-15 16:16:50,887|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-15 16:16:55,424|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-15 16:16:55,502|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-17 12:32:41,282|INFO |main| IShield - Debug OnSetUpdateMode

2021-03-17 12:32:48,425|INFO |main| IShield - Setup start ######################################################################################################

2021-03-17 12:32:48,496|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 12:32:50,159|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-17 12:32:52,216|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-17 12:32:57,068|INFO |main| IShield - Dialog : PARAM\_Dlg\_Select\_Edit-REMOTE-URL

2021-03-17 12:33:16,346|INFO |main| IShield - Dialog : remote.Install.URL localhost

2021-03-17 12:33:16,364|INFO |main| IShield - Dialog : remote.b.Install FALSE

2021-03-17 12:33:16,382|INFO |main| IShield - Dialog :

2021-03-17 12:33:16,401|INFO |main| IShield - Dialog :

2021-03-17 12:33:16,419|INFO |main| IShield - Dialog :

2021-03-17 12:33:16,437|INFO |main| IShield - Dialog : remote.PW

2021-03-17 12:33:16,513|INFO |main| IShield - command :list

2021-03-17 12:33:16,760|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,763|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,763|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,764|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,764|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,764|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,765|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,765|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,766|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,766|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,767|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:33:16,767|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:33:16,767|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:33:16,767|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:33:16,767|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,768|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-17 12:33:16,768|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 12:33:16,768|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,769|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,769|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,770|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,771|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,771|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,772|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,773|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,773|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,774|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,774|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,774|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,775|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,776|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,776|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,776|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,776|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,777|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,777|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,777|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,777|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,778|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-17 12:33:16,780|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-17 12:33:16,780|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,781|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,781|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,782|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,782|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,782|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,783|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-17 12:33:16,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-17 12:33:16,783|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,783|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,784|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,784|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,784|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,784|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,784|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,787|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,788|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,788|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,788|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:33:16,788|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:33:16,788|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,789|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,789|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,790|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,790|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,791|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,791|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,791|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,791|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,791|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-17 12:33:16,791|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-17 12:33:16,791|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,792|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-17 12:33:16,792|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-17 12:33:16,792|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,792|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-17 12:33:16,793|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-17 12:33:16,793|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,793|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-17 12:33:16,793|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-17 12:33:16,793|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,793|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 12:33:16,793|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 12:33:16,793|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,794|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:33:16,794|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:33:16,794|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,795|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:33:16,795|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:33:16,795|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:33:16,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:33:16,796|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-17 12:33:16,796|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-17 12:33:16,796|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,797|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,797|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,797|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,797|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,797|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,797|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,798|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,798|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,798|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,798|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-17 12:33:16,798|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-17 12:33:16,798|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,799|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:33:16,799|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:33:16,799|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,799|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:33:16,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:33:16,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:33:16,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:33:16,800|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,800|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:33:16,801|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:33:16,801|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,801|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,801|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,801|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,801|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,801|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,802|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,802|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,802|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,802|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,802|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,802|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,802|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,803|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,803|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,803|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,803|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,803|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,803|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,803|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,804|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,804|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,804|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:33:16,804|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:33:16,804|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,804|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,804|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,805|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,805|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,806|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,806|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,806|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,806|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,806|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,823|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,824|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,824|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,824|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,824|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,825|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,825|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,826|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,826|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,826|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,826|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,826|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:33:16,826|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:33:16,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-17 12:33:16,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-17 12:33:16,828|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-17 12:33:16,828|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-17 12:33:16,828|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,828|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,829|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,829|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,829|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:33:16,829|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,829|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,829|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,830|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,830|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 12:33:16,830|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,830|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,830|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,831|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-17 12:33:16,831|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,831|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,831|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,832|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 12:33:16,832|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:33:16,832|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:33:16,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:33:16,832|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:33:16,833|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-17 12:33:16,833|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,833|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,833|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,834|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,834|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,834|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,834|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,835|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:33:16,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:33:16,835|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,835|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,836|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:33:16,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:33:16,836|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-17 12:33:16,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-17 12:33:16,836|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,837|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-17 12:33:16,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-17 12:33:16,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-17 12:33:16,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc config create.tenant.app.types=UMC

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc config create.tenant.app.types=UMC: OK

2021-03-17 12:33:16,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter create.tenant.app.types to UMC., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc config create.tenant.operations=createTenant

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc config create.tenant.operations=createTenant: OK

2021-03-17 12:33:16,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter create.tenant.operations to createTenant., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc config backup.restore.tenant.app.types = UMC, ABS, ADS, OCT, APG

2021-03-17 12:33:16,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc config backup.restore.tenant.app.types = UMC, ABS, ADS, OCT, APG: OK

2021-03-17 12:33:16,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter backup.restore.tenant.app.types to UMC, ABS, ADS, OCT, APG., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc config delete.tenant.app.types = ADS, OCT, APG, ABS, UMC

2021-03-17 12:33:16,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc config delete.tenant.app.types = ADS, OCT, APG, ABS, UMC: OK

2021-03-17 12:33:16,841|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter delete.tenant.app.types to ADS, OCT, APG, ABS, UMC., error=null, errors=[], warnings=[]}

2021-03-17 12:33:16,841|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-17 12:33:16,847|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 12:33:16,871|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 12:33:17,509|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-17 12:33:17,509|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-17 12:33:17,511|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-17 12:33:17,513|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.POSgZl2ndTUWfu4rZ-lN0g can be locked, left-over from previous instance

2021-03-17 12:33:17,514|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:33:17,520|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:33:17,521|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:33:17,524|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.hNxI1ny3DMDXPEfRmmcfSw

2021-03-17 12:33:17,525|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.hNxI1ny3DMDXPEfRmmcfSw created

2021-03-17 12:33:22,330|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-17 12:33:22,331|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:9001 Clous \*\*\*\*\*

2021-03-17 12:33:24,546|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:9001 Clous \*\*\*\*\* : NODE\_UNREACHABLE

2021-03-17 12:33:24,546|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=null, error=null, errors=[Error [ message="Could not connect to http://localhost:9001/rest. Make sure that an agent is running on this machine and that the specified port is correct. Also check if you used the right protocol to communicate with the agent (you used HTTP, try HTTPS). ", error code= NODE\_UNREACHABLE]], warnings=[]}

2021-03-17 12:33:24,546|ERROR|main| com.softwareag.aris.setup.xlayer.main.Error - Code: 10005 Message: Unable to add node localhost to ensemble.

Could not connect to http://localhost:9001/rest. Make sure that an agent is running on this machine and that the specified port is correct. Also check if you used the right protocol to communicate with the agent (you used HTTP, try HTTPS).

2021-03-17 12:33:24,547|INFO |main| IShield - xlayer.XL\_accInit failed

2021-03-17 12:33:24,548|INFO |main| IShield - URL localhost Nummer: 10005 String:Unable to add node localhost to ensemble. Could not connect to http://localhost:9001/rest. Make sure that an agent is running on this machine and that the specified port is correct. Also check if you used the right protocol to communicate with the agent (you used HTTP, try HTTPS).

2021-03-17 12:33:25,522|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-17 12:33:29,559|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdShowDlgEdit\_Enable-ExternalIP

2021-03-17 12:34:26,718|INFO |main| IShield - Dialog : SERVER.ExternalIP.active

2021-03-17 12:34:26,737|INFO |main| IShield - Dialog : Loadbalancer.HTTPD.servername

2021-03-17 12:34:26,756|INFO |main| IShield - Dialog :

2021-03-17 12:34:26,775|INFO |main| IShield - Dialog :

2021-03-17 12:34:27,234|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdShowDlgEdit\_Enable-CHANGECURRENTUSER

2021-03-17 12:35:33,621|INFO |main| IShield - Dialog : OnAbort

2021-03-17 12:35:33,654|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-17 12:37:08,509|INFO |main| IShield - Setup start ######################################################################################################

2021-03-17 12:37:08,688|INFO |main| IShield - CMD : oem01

2021-03-17 12:37:08,689|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 12:37:08,689|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-17 12:37:08,694|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 12:37:09,420|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-17 12:37:09,420|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-17 12:37:09,424|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-17 12:37:48,221|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-17 12:37:50,819|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-17 12:37:52,569|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-17 12:37:59,038|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-17 12:38:04,416|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-17 12:38:04,417|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-17 12:38:04,422|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-17 12:38:10,247|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-17 12:38:10,248|INFO |main| IShield - Dialog : lic.source

2021-03-17 12:38:10,256|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-17 12:38:18,438|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-17 12:38:19,446|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 12:38:19,876|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 12:38:20,514|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-17 12:38:20,515|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-17 12:38:22,513|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-17 12:38:24,031|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-17 12:38:25,540|INFO |main| IShield - close Firewall port : 14051

2021-03-17 12:38:25,709|INFO |main| IShield - open Firewall port : 14051

2021-03-17 12:38:26,093|INFO |main| IShield - close Firewall port : 44687

2021-03-17 12:38:26,259|INFO |main| IShield - open Firewall port : 44687

2021-03-17 12:38:26,761|INFO |main| IShield - close Firewall port : 14050

2021-03-17 12:38:26,930|INFO |main| IShield - open Firewall port : 14050

2021-03-17 12:38:27,491|INFO |main| IShield - close Firewall port : 14048

2021-03-17 12:38:27,708|INFO |main| IShield - open Firewall port : 14048

2021-03-17 12:38:28,849|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-17 12:38:29,539|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-17 12:38:49,177|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-17 12:39:01,537|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-17 12:39:03,513|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-17 12:39:56,102|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-17 12:39:56,103|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-17 12:39:56,143|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-17 12:39:56,337|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,340|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,340|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,341|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,341|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,341|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,342|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,342|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,342|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,343|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,343|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,343|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,343|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:39:56,344|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:39:56,344|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:39:56,344|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-17 12:39:56,344|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 12:39:56,344|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,346|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,347|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,347|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,348|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,348|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,348|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,350|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,350|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,350|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,352|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,352|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,352|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,354|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,354|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,354|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,355|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,355|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,355|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,355|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,356|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,356|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,357|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-17 12:39:56,358|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-17 12:39:56,358|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,359|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,359|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,360|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,360|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,360|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,360|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,361|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,361|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,361|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,361|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-17 12:39:56,361|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-17 12:39:56,361|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,362|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,362|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,362|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,362|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,362|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,362|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,363|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,363|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,363|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,364|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:39:56,364|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:39:56,364|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,365|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,365|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,366|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,366|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,366|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,366|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-17 12:39:56,366|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-17 12:39:56,366|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,366|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-17 12:39:56,366|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-17 12:39:56,366|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,367|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-17 12:39:56,367|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-17 12:39:56,367|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,367|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-17 12:39:56,367|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-17 12:39:56,367|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,368|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 12:39:56,368|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 12:39:56,368|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,368|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:39:56,368|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:39:56,368|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,369|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:39:56,369|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:39:56,369|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,370|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:39:56,370|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:39:56,370|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,370|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-17 12:39:56,370|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-17 12:39:56,370|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,371|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,371|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,371|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,371|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,371|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,371|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,372|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,372|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,372|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,372|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-17 12:39:56,372|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-17 12:39:56,372|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,372|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:39:56,373|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:39:56,373|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,373|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:39:56,373|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:39:56,373|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,373|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:39:56,373|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:39:56,373|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,374|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:39:56,374|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:39:56,374|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,374|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,374|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,374|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,375|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,375|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,375|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,375|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,375|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,375|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,375|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,375|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,375|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,376|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,376|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,376|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,376|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,376|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,376|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,377|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,377|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,377|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,377|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:39:56,377|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:39:56,377|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,378|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,378|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,378|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,378|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,378|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,378|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,378|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,378|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,378|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,379|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,379|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,379|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,379|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,379|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,379|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,380|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,380|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,381|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,381|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,381|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,381|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,381|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,382|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,382|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,382|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,382|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,382|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,382|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,383|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:39:56,383|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:39:56,383|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,383|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-17 12:39:56,383|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-17 12:39:56,383|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,384|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,384|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,384|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,384|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-17 12:39:56,384|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,384|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-17 12:39:56,385|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-17 12:39:56,385|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,385|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-17 12:39:56,385|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-17 12:39:56,385|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,385|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,385|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,385|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,386|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,386|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,386|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:39:56,386|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,386|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,386|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,387|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,387|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 12:39:56,387|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,387|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,387|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,388|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,388|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-17 12:39:56,388|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,388|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,388|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,389|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,389|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,389|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,389|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,389|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-17 12:39:56,389|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 12:39:56,389|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,390|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:39:56,390|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:39:56,390|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,390|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:39:56,390|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:39:56,390|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,390|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:39:56,390|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:39:56,390|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-17 12:39:56,391|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,391|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,391|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,391|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,391|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,392|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,392|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,392|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,392|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,393|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,393|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,393|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:39:56,393|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:39:56,393|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,393|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,393|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,393|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,393|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,394|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,394|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,394|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:39:56,394|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:39:56,394|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,394|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-17 12:39:56,394|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-17 12:39:56,394|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,395|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-17 12:39:56,398|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-17 12:39:56,398|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-17 12:39:56,398|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-17 12:39:56,398|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 12:39:56,401|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 12:39:56,406|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-17 12:39:56,406|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-17 12:39:56,408|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-17 12:39:56,410|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.hNxI1ny3DMDXPEfRmmcfSw can be locked, left-over from previous instance

2021-03-17 12:39:56,411|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:39:56,417|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:39:56,418|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:39:56,424|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.srqrFj-FkZfI4YwGOyMo8w

2021-03-17 12:39:56,425|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.srqrFj-FkZfI4YwGOyMo8w created

2021-03-17 12:40:01,216|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-17 12:40:01,217|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-17 12:40:01,653|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-17 12:40:01,653|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-17 12:40:01,654|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-17 12:40:01,654|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-17 12:40:01,656|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-17 12:40:01,687|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-17 12:40:05,657|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-17 12:40:05,830|INFO |main| IShield - command :list

2021-03-17 12:40:05,830|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:05,833|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 12:40:05,838|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-17 12:40:05,839|DEBUG|Thread-18| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:40:09,829|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-17 12:40:09,887|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-17 12:40:09,888|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:09,889|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-17 12:40:09,897|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-17 12:40:13,891|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-17 12:40:13,891|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-17 12:40:13,892|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:13,893|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-17 12:40:13,901|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-17 12:40:17,890|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-17 12:40:17,892|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-17 12:40:17,892|INFO |main| IShield - # command : list

2021-03-17 12:40:17,893|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:17,893|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 12:40:17,900|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-17 12:40:17,900|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:40:21,890|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-17 12:40:21,892|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-17 12:40:21,894|INFO |main| IShield - command :abort all tasks

2021-03-17 12:40:21,894|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:21,896|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-17 12:40:21,924|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-17 12:40:21,924|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-17 12:40:25,890|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-17 12:40:25,893|INFO |main| IShield - command :killall

2021-03-17 12:40:25,893|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:25,894|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-17 12:40:25,899|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-17 12:40:25,904|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:40:25,904|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 12:40:25,904|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-17 12:40:25,904|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-17 12:40:25,904|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 12:40:25,904|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-17 12:40:25,905|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-17 12:40:26,010|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-17 12:40:26,010|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-17 12:40:29,891|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-17 12:40:29,894|INFO |main| IShield - command :quick killall

2021-03-17 12:40:29,894|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:29,896|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-17 12:40:29,897|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-17 12:40:29,969|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-17 12:40:29,970|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-17 12:40:29,970|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-17 12:40:30,000|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-17 12:40:30,000|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-17 12:40:33,891|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-17 12:40:33,896|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-17 12:40:33,897|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:33,900|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:40:33,912|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:33,913|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:34,759|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:34,759|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:36,726|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:40:36,731|WARN |Thread-27| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:40:36,732|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:40:36,732|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-17 12:40:36,741|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:40:39,891|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-17 12:40:39,896|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-17 12:40:39,897|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:39,898|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:40:39,907|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:39,929|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:53,493|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-17 12:40:53,493|ERROR|Thread-28| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-17 12:40:56,890|INFO |main| IShield - sz\_stdout :

2021-03-17 12:40:56,891|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-17 12:40:56,895|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-17 12:40:56,895|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:40:56,896|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:40:56,902|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:56,921|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:40:57,962|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:40:57,966|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:40:57,966|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:40:57,966|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 12:40:57,966|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-17 12:40:57,978|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:41:01,892|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-17 12:41:01,897|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-17 12:41:01,898|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:41:01,899|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:41:01,905|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:01,926|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:03,686|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:41:03,689|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:41:03,689|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:41:03,689|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 12:41:03,689|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 12:41:03,689|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-17 12:41:03,696|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:41:06,890|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-17 12:41:06,896|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-17 12:41:06,896|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:41:06,897|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:41:06,905|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:06,926|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:16,113|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:41:16,128|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:41:16,129|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:41:16,129|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 12:41:16,129|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 12:41:16,129|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 12:41:16,129|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-17 12:41:16,142|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:41:19,890|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-17 12:41:19,895|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-17 12:41:19,895|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:41:19,896|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:41:19,916|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:19,939|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:41,654|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:41:41,661|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:41:41,661|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:41:41,661|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 12:41:41,661|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 12:41:41,661|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 12:41:41,661|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-17 12:41:41,661|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-17 12:41:41,670|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:41:44,891|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-17 12:41:44,896|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-17 12:41:44,896|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:41:44,897|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:41:44,909|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:44,936|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:48,788|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:41:48,792|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-17 12:41:48,792|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-17 12:41:48,801|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:41:51,891|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-17 12:41:51,895|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-17 12:41:51,896|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:41:51,897|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 12:41:51,907|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:51,935|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:41:53,907|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 12:41:53,912|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-17 12:41:53,912|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-17 12:41:53,921|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 12:41:57,890|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-17 12:41:57,895|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-17 12:41:57,895|INFO |main| IShield - # command :list

2021-03-17 12:41:57,896|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:41:57,896|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 12:41:57,906|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-17 12:41:57,907|DEBUG|Thread-35| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124057\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124102\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124108\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124123\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124145\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124152\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:42:01,892|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-17 12:42:01,900|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-17 12:42:01,903|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-17 12:42:01,904|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:01,907|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-17 12:42:04,129|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-17 12:42:04,129|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:07,905|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:07,907|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-17 12:42:07,908|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:07,909|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-17 12:42:09,950|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-17 12:42:09,950|DEBUG|Thread-37| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:13,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:13,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-17 12:42:13,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:13,911|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-17 12:42:14,416|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-17 12:42:14,416|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:17,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:17,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-17 12:42:17,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:17,910|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-17 12:42:18,200|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-17 12:42:18,200|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:21,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:21,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-17 12:42:21,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:21,911|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-17 12:42:22,394|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-17 12:42:22,394|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:25,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:25,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-17 12:42:25,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:25,911|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-17 12:42:26,241|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-17 12:42:26,241|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:29,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:29,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-17 12:42:29,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:29,910|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-17 12:42:30,232|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-17 12:42:30,232|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:33,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:33,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-17 12:42:33,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:33,910|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-17 12:42:34,263|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-17 12:42:34,263|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:37,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:37,908|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-17 12:42:37,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:37,910|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-17 12:42:38,268|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-17 12:42:38,269|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:41,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:41,908|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-17 12:42:41,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:41,910|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-17 12:42:42,192|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-17 12:42:42,192|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:45,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:45,908|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-17 12:42:45,908|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:45,909|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-17 12:42:46,044|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-17 12:42:46,044|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:49,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:49,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-17 12:42:49,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:49,910|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-17 12:42:50,060|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-17 12:42:50,060|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:53,908|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:53,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-17 12:42:53,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:53,911|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-17 12:42:54,050|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-17 12:42:54,050|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:42:57,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:42:57,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-17 12:42:57,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:42:57,911|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-17 12:42:58,055|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-17 12:42:58,055|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:01,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:01,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-17 12:43:01,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:01,910|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-17 12:43:02,061|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-17 12:43:02,061|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:05,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:05,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-17 12:43:05,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:05,911|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-17 12:43:06,060|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-17 12:43:06,060|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:09,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:09,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-17 12:43:09,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:09,910|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-17 12:43:10,051|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-17 12:43:10,051|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:13,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:13,909|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-17 12:43:13,909|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:13,910|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-17 12:43:14,057|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-17 12:43:14,057|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:17,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:17,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-17 12:43:17,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:17,911|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-17 12:43:18,063|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-17 12:43:18,063|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:21,908|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:21,910|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-17 12:43:21,911|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:21,912|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-17 12:43:22,048|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-17 12:43:22,048|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:25,908|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:25,912|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-17 12:43:25,912|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:25,913|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-17 12:43:26,144|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-17 12:43:26,144|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:29,907|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-17 12:43:29,909|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-17 12:43:29,910|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:29,910|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-17 12:43:38,349|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-17 12:43:38,349|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:41,906|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-17 12:43:42,020|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-17 12:43:42,073|INFO |main| IShield - command :list

2021-03-17 12:43:42,075|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,075|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,075|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,075|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,075|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,075|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,076|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,076|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:43:42,076|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:43:42,076|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 12:43:42,076|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-17 12:43:42,076|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 12:43:42,076|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,077|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,077|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,077|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,077|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,078|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,078|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,078|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,078|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-17 12:43:42,078|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-17 12:43:42,078|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,079|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,079|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,079|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-17 12:43:42,079|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,079|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,080|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,080|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,080|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 12:43:42,080|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,080|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,080|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,081|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,081|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-17 12:43:42,081|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-17 12:43:42,081|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-17 12:43:42,081|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-17 12:43:42,081|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-17 12:43:42,082|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 12:43:42,082|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:43:42,082|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:43:42,082|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 12:43:42,082|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-17 12:43:42,082|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-17 12:43:42,082|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,083|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,083|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,083|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-17 12:43:42,083|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:43:42,083|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:43:42,083|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:43:42,084|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:43:42,084|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 12:43:42,084|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,084|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,084|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,084|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,085|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,085|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,085|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,085|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,085|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,085|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 12:43:42,086|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,086|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,086|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,086|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,086|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,086|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,086|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,087|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,087|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,087|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,087|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,087|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,088|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 12:43:42,088|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-17 12:43:42,088|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,088|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,088|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,088|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,088|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,089|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-17 12:43:42,089|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-17 12:43:42,089|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-17 12:43:42,089|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,089|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,089|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,089|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,090|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,090|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 12:43:42,090|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,090|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,090|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,090|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,091|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 12:43:42,091|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,091|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,091|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,091|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,091|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-17 12:43:42,092|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,092|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,092|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,092|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-17 12:43:42,092|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 12:43:42,092|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,093|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:43:42,093|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:43:42,093|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,093|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:43:42,093|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:43:42,093|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,094|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 12:43:42,094|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 12:43:42,094|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,094|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-17 12:43:42,094|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-17 12:43:42,094|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,094|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,094|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,094|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,095|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,095|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,095|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,095|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,095|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,096|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,096|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,096|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,097|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,097|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,097|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-17 12:43:42,098|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,098|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-17 12:43:42,099|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-17 12:43:42,099|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-17 12:43:42,099|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-17 12:43:42,099|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 12:43:42,100|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 12:43:42,102|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-17 12:43:42,103|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-17 12:43:42,103|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-17 12:43:42,103|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.srqrFj-FkZfI4YwGOyMo8w, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 12:43:42,103|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.y-oC\_\_ioWbpID6y3xrlf5w

2021-03-17 12:43:42,104|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.y-oC\_\_ioWbpID6y3xrlf5w created

2021-03-17 12:43:46,903|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-17 12:43:46,904|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-17 12:43:47,040|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-17 12:43:47,040|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-17 12:43:47,042|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-17 12:43:47,042|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-17 12:43:47,052|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-17 12:43:47,052|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-17 12:43:47,052|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-17 12:43:47,053|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-17 12:43:47,053|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 12:43:47,069|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-17 12:43:47,069|DEBUG|Thread-66| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124057\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124102\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124108\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124123\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124145\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124152\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:43:51,047|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-17 12:43:51,048|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-17 12:43:51,058|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-17 12:43:51,058|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:43:51,061|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-17 12:43:51,061|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:51,062|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-17 12:43:51,841|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-17 12:43:51,841|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:43:55,063|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-17 12:43:55,064|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-17 12:43:55,065|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:43:55,066|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-17 12:43:55,075|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-17 12:43:59,062|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-17 12:44:08,358|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-17 12:44:08,358|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:44:08,360|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-17 12:44:08,360|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-17 12:44:08,368|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:44:08,368|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 12:44:08,368|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-17 12:44:08,369|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-17 12:44:08,370|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-17 12:44:11,743|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-17 12:44:11,747|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:11,999|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:12,252|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:12,505|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:12,757|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:13,010|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:13,262|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:13,531|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:13,785|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:14,038|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:14,291|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:14,543|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:14,795|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:15,047|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:15,300|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:15,551|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:15,804|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:16,056|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:16,309|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:16,561|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:16,813|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:17,066|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 12:44:17,069|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 12:44:17,069|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8623ms.

2021-03-17 12:44:17,070|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8623ms.

2021-03-17 12:44:17,070|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-17 12:44:17,070|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-17 12:44:19,448|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-17 12:44:19,453|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:19,706|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:19,958|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:20,211|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:20,463|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:20,715|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:20,967|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:21,220|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:21,472|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:21,725|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:21,977|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:22,229|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:22,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:22,735|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:22,988|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:23,240|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:23,493|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:23,745|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:23,997|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:24,249|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:24,501|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:24,754|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:25,006|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:25,258|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:25,511|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:25,763|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:26,016|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:26,270|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:26,522|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:26,776|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:27,029|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:27,281|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:27,534|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:27,786|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 8250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 12:44:27,788|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-17 12:44:27,788|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 10628ms.

2021-03-17 12:44:27,788|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 10628ms.

2021-03-17 12:44:27,790|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 12:44:27,790|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-17 12:44:27,790|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-17 12:44:30,200|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-17 12:44:30,202|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:30,454|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:30,707|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:30,959|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:31,211|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:31,464|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:31,717|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:31,969|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:32,221|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:32,473|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:32,726|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:32,979|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:33,231|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:33,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:33,735|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:33,987|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:34,241|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:34,494|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:34,746|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:34,998|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:35,250|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:35,502|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 12:44:35,504|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-17 12:44:35,504|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7660ms.

2021-03-17 12:44:35,504|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7660ms.

2021-03-17 12:44:35,505|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 12:44:35,507|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-17 12:44:35,507|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-17 12:44:35,507|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-17 12:44:38,479|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-17 12:44:38,484|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:38,736|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:38,993|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:39,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:39,498|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:39,751|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:40,004|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:40,257|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:40,510|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:40,763|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:41,016|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:41,270|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:41,523|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:41,775|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:42,029|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:42,283|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:42,536|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:42,789|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:43,043|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:43,296|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:43,548|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:43,803|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:44,055|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:44,308|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:44,563|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:44,815|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:45,068|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:45,320|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:45,573|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:45,826|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:46,079|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:46,333|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:46,586|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:46,839|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:47,091|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:47,343|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:47,596|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:47,849|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:48,102|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:48,354|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 12:44:48,606|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 12:44:48,609|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-17 12:44:48,609|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 12972ms.

2021-03-17 12:44:48,609|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 12972ms.

2021-03-17 12:44:48,611|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 12:44:48,613|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-17 12:44:48,615|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-17 12:44:48,615|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-17 12:44:48,615|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-17 12:44:48,653|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-17 12:44:48,653|DEBUG|Thread-69| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:44:52,360|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-17 12:44:52,361|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-17 12:44:52,361|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:44:52,363|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-17 12:44:52,369|INFO |Thread-71| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-17 12:44:52,374|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-17 12:44:52,374|DEBUG|Thread-71| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-17 12:44:56,360|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-17 12:44:56,397|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:44:56,398|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:44:56,399|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-17 12:45:05,693|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 12:45:05,693|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:45:09,392|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:09,393|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:09,393|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:45:09,394|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 12:45:16,608|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 12:45:16,609|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:45:20,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:20,391|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:20,391|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:45:20,392|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 12:45:27,421|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 12:45:27,421|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:45:31,392|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:31,824|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:31,824|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:45:31,825|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 12:45:38,799|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 12:45:38,800|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:45:41,814|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:41,814|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{6FE890A1-3260-4F09-9510-91A0BE18581F}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:41,815|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:45:41,816|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{6FE890A1-3260-4F09-9510-91A0BE18581F}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 12:45:49,390|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{6FE890A1-3260-4F09-9510-91A0BE18581F}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-17 12:45:49,390|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{6FE890A1-3260-4F09-9510-91A0BE18581F}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:45:52,812|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{6FE890A1-3260-4F09-9510-91A0BE18581F}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:45:52,813|INFO |main| IShield - command : set autostart.mode=off

2021-03-17 12:45:52,814|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:45:52,815|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-17 12:45:52,827|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-17 12:45:56,812|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-17 12:45:56,813|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-17 12:45:56,813|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:45:56,814|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-17 12:45:56,823|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-17 12:46:00,812|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-17 12:46:00,812|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-17 12:46:01,023|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-17 12:46:01,023|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:46:01,024|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-17 12:46:08,188|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-17 12:46:08,188|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:46:12,016|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-17 12:46:12,017|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-17 12:46:12,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:46:12,018|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-17 12:46:19,240|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAABS: OK

2021-03-17 12:46:19,240|DEBUG|Thread-80| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:46:23,017|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local.

2021-03-17 12:46:23,018|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-17 12:46:23,019|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:46:23,019|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-17 12:46:30,170|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT: OK

2021-03-17 12:46:30,170|DEBUG|Thread-81| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:46:34,015|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local.

2021-03-17 12:46:34,016|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-17 12:46:34,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:46:34,017|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-17 12:46:41,100|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD: OK

2021-03-17 12:46:41,100|DEBUG|Thread-82| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:46:45,015|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local.

2021-03-17 12:46:45,017|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-17 12:46:45,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:46:45,018|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-17 12:46:52,051|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-17 12:46:52,051|DEBUG|Thread-83| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:46:56,016|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-17 12:46:56,017|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-17 12:46:56,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:46:56,018|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-17 12:47:03,055|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUD: OK

2021-03-17 12:47:03,055|DEBUG|Thread-84| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:47:07,016|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local.

2021-03-17 12:47:07,017|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-17 12:47:07,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:47:07,018|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-17 12:47:14,061|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-17 12:47:14,061|DEBUG|Thread-85| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:47:18,016|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-17 12:47:18,017|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-17 12:47:18,017|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:47:18,018|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-17 12:47:25,049|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YBO: OK

2021-03-17 12:47:25,049|DEBUG|Thread-86| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:47:29,016|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local.

2021-03-17 12:47:29,017|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-17 12:47:29,018|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:47:29,019|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-17 12:47:36,057|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC: OK

2021-03-17 12:47:36,057|DEBUG|Thread-87| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:47:40,016|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local.

2021-03-17 12:47:40,230|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:47:40,231|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:47:40,232|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 12:47:47,264|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-17 12:47:47,264|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:47:51,220|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:47:51,220|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:47:51,221|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:47:51,222|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 12:47:58,223|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-17 12:47:58,224|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 12:48:02,220|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 12:48:02,220|INFO |main| IShield - command : stopall

2021-03-17 12:48:02,221|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:48:02,222|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-17 12:48:02,224|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-17 12:48:02,229|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 12:48:02,229|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-17 12:48:02,230|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-17 12:48:02,232|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 12:48:02,234|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 12:48:02,236|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 12:48:02,238|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 12:48:02,238|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-17 12:48:02,238|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-17 12:48:02,238|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-17 12:48:02,238|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-17 12:48:02,238|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-17 12:48:02,241|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 12:48:02,243|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 12:48:02,243|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-17 12:48:02,243|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-17 12:48:02,245|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 12:48:02,247|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 12:48:02,248|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-17 12:48:02,248|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-17 12:48:05,698|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-17 12:48:05,702|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 12:48:05,956|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 12:48:05,959|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 12:48:05,959|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 3700ms.

2021-03-17 12:48:05,959|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 3700ms.

2021-03-17 12:48:05,962|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 12:48:05,964|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 12:48:05,966|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 12:48:05,966|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-17 12:48:05,966|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-17 12:48:12,709|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-17 12:48:12,712|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 12:48:12,964|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 12:48:12,966|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 12:48:12,966|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 6993ms.

2021-03-17 12:48:12,966|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 6993ms.

2021-03-17 12:48:12,970|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 12:48:12,972|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 12:48:12,974|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 12:48:12,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 12:48:12,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-17 12:48:12,976|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-17 12:48:15,700|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-17 12:48:15,702|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 12:48:15,954|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 12:48:16,207|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 12:48:16,458|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 12:48:16,710|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 12:48:16,712|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-17 12:48:16,712|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 3724ms.

2021-03-17 12:48:16,712|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 3724ms.

2021-03-17 12:48:16,714|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 12:48:16,717|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 12:48:16,720|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 12:48:16,723|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 12:48:16,724|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 12:48:16,724|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-17 12:48:16,724|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-17 12:48:19,593|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-17 12:48:19,593|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-17 12:48:19,593|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-17 12:48:19,593|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-17 12:48:19,661|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-17 12:48:19,661|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 12:48:23,220|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-17 12:48:23,221|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-17 12:48:23,222|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 12:48:23,222|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-17 12:48:23,233|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-17 12:48:27,221|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-17 12:48:27,433|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-17 12:48:27,434|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-17 12:48:27,435|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-17 12:48:27,436|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-17 12:48:27,443|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-17 12:48:27,444|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-17 12:48:27,450|INFO |main| IShield - CopyFile C:\Users\bboyadzhiev2\OneDrive - DXC Production\OPF\Aris\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-17 12:48:27,484|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-17 12:48:27,581|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-17 12:48:31,197|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-17 13:22:00,240|INFO |main| IShield - Setup start ######################################################################################################

2021-03-17 13:22:00,414|INFO |main| IShield - CMD : oem01

2021-03-17 13:22:00,415|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 13:22:00,415|INFO |main| IShield - REMOVEONLY : TRUE

2021-03-17 13:22:00,420|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 13:22:01,285|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-17 13:22:01,286|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-17 13:22:01,291|INFO |main| IShield - Dialog : Dlg\_SdRemove

2021-03-17 13:22:05,493|INFO |main| IShield - Setup Mode : Uninstall MODE

2021-03-17 13:22:05,662|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-17 13:22:05,662|INFO |main| IShield - # command : list

2021-03-17 13:22:05,920|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,923|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,923|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,924|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,924|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,925|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,926|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,926|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:22:05,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:22:05,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:22:05,927|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:22:05,927|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-17 13:22:05,928|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 13:22:05,928|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,929|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,930|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,931|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,931|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,932|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,933|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,933|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,933|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,934|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,934|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,935|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,936|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,936|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,936|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,937|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,937|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,938|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-17 13:22:05,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-17 13:22:05,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,940|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,940|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,941|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,941|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-17 13:22:05,942|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-17 13:22:05,942|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,943|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,943|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,944|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,944|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,947|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,947|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:22:05,948|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:22:05,948|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,949|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,949|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,950|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,950|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-17 13:22:05,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-17 13:22:05,951|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-17 13:22:05,951|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-17 13:22:05,952|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,952|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-17 13:22:05,952|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-17 13:22:05,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-17 13:22:05,953|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-17 13:22:05,953|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 13:22:05,954|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 13:22:05,954|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:22:05,955|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:22:05,955|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,956|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:22:05,956|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:22:05,956|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:22:05,957|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:22:05,957|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,958|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-17 13:22:05,958|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-17 13:22:05,958|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,959|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,959|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,959|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,960|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,960|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,960|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,960|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,960|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,960|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,961|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-17 13:22:05,961|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-17 13:22:05,961|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,961|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:22:05,962|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:22:05,962|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,962|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:22:05,962|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:22:05,962|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,962|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:22:05,963|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:22:05,963|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,963|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:22:05,963|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:22:05,963|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,963|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,963|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,963|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,964|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,964|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,964|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,964|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,964|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,964|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,965|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,965|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,965|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,965|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,966|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,966|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,966|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,966|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,966|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,966|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,967|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,967|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,967|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:22:05,967|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:22:05,967|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,967|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,967|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,967|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,968|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,968|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,968|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,968|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,968|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,968|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,968|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,968|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,969|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,969|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,969|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,969|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,969|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,970|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,986|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,987|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,987|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,987|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,988|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,988|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,988|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,988|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,988|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,988|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,989|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:22:05,989|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-17 13:22:05,989|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,989|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,990|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,990|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,990|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,990|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-17 13:22:05,990|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-17 13:22:05,990|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-17 13:22:05,991|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-17 13:22:05,991|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,991|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,991|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,992|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,992|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,992|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:22:05,992|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,992|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,992|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,993|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,993|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 13:22:05,993|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,993|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,994|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,994|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,994|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-17 13:22:05,994|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,994|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,994|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,995|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,995|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,995|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,995|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,995|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,995|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,995|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-17 13:22:05,995|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 13:22:05,995|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,996|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:22:05,996|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:22:05,996|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,996|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:22:05,996|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:22:05,996|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,996|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:22:05,996|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:22:05,996|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-17 13:22:05,997|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,997|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,997|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,997|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,998|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,998|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,998|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,998|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,998|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,999|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,999|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,999|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:22:05,999|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:22:05,999|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:05,999|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:05,999|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:05,999|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,000|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:06,000|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:06,000|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,000|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:22:06,000|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:22:06,000|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,000|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-17 13:22:06,000|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-17 13:22:06,000|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,001|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-17 13:22:06,004|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-17 13:22:06,004|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,004|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-17 13:22:06,004|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-17 13:22:06,004|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,004|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-17 13:22:06,004|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-17 13:22:06,004|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-17 13:22:06,004|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-17 13:22:06,011|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 13:22:06,037|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 13:22:06,694|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-17 13:22:06,695|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-17 13:22:06,696|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 2 lock files, checking if these files are still alive.

2021-03-17 13:22:06,698|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.srqrFj-FkZfI4YwGOyMo8w can be locked, left-over from previous instance

2021-03-17 13:22:06,699|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.y-oC\_\_ioWbpID6y3xrlf5w can be locked, left-over from previous instance

2021-03-17 13:22:06,699|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:22:06,706|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:22:06,707|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:22:06,710|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.8wsx2\_AsxmelV25ongqGYw

2021-03-17 13:22:06,711|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.8wsx2\_AsxmelV25ongqGYw created

2021-03-17 13:22:11,573|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-17 13:22:11,574|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-17 13:22:12,014|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-17 13:22:12,015|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:22:12,018|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-17 13:22:12,018|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-17 13:22:12,030|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-17 13:22:12,030|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-17 13:22:12,030|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-17 13:22:12,031|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-17 13:22:12,033|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 13:22:12,051|INFO |Thread-9| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-17 13:22:12,056|DEBUG|Thread-9| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=7932, averageStartupTime=8204, startTimestamp=1615978152446, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124057\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=7488, averageStartupTime=7488, startTimestamp=1615977867792, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, appTypeSpecificInfo={RS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@8435b}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124102\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=10101, averageStartupTime=10315, startTimestamp=1615978160842, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, appTypeSpecificInfo={ELASTICSEARCH=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@1987fdf}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124108\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=12946, averageStartupTime=12946, startTimestamp=1615977875509, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, appTypeSpecificInfo={UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificInformation@17b1c74}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124123\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='United\_Motor\_Group', version='98.11.0', classifier='null', type='zip', platform=Independent}} EnhancementInformation{enhancementId='autoimport1', enhancementPoint='autoimport', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124145\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.124152\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:22:16,033|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-17 13:22:16,035|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-17 13:22:16,040|INFO |main| IShield - command :abort all tasks

2021-03-17 13:22:16,041|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:16,042|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-17 13:22:16,075|INFO |Thread-10| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-17 13:22:16,075|DEBUG|Thread-10| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-17 13:22:20,031|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-17 13:22:20,034|INFO |main| IShield - command :killall

2021-03-17 13:22:20,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:20,035|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-17 13:22:20,040|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-17 13:22:20,048|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:22:20,048|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 13:22:20,049|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 13:22:20,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-17 13:22:20,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-17 13:22:20,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-17 13:22:20,054|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:20,057|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:20,060|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:20,062|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:20,063|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-17 13:22:20,063|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-17 13:22:20,063|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-17 13:22:20,063|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,063|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-17 13:22:20,067|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:20,070|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:20,070|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-17 13:22:20,070|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-17 13:22:20,073|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:20,075|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:20,075|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-17 13:22:20,075|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,075|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-17 13:22:20,078|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:20,081|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:20,081|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-17 13:22:20,081|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-17 13:22:20,084|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:20,087|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:20,089|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:20,089|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-17 13:22:20,089|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,089|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-17 13:22:20,091|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:20,094|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:22:20,094|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-17 13:22:20,094|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-17 13:22:20,098|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:20,101|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:20,104|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:20,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:20,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-17 13:22:20,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-17 13:22:20,109|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:20,112|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-17 13:22:20,112|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-17 13:22:20,112|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-17 13:22:20,114|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:22:20,117|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:20,120|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:20,121|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:20,123|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:20,123|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-17 13:22:20,123|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-17 13:22:20,124|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-17 13:22:20,124|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-17 13:22:20,124|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-17 13:22:20,124|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-17 13:22:20,144|INFO |Thread-11| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-17 13:22:20,145|DEBUG|Thread-11| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:22:24,032|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-17 13:22:24,034|INFO |main| IShield - command :quick killall

2021-03-17 13:22:24,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:24,035|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-17 13:22:24,036|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-17 13:22:24,093|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-17 13:22:24,093|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-17 13:22:24,093|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-17 13:22:24,142|INFO |Thread-13| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-17 13:22:24,142|DEBUG|Thread-13| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-17 13:22:28,032|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-17 13:22:28,036|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-17 13:22:28,036|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:28,039|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-17 13:22:28,051|INFO |Thread-15| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-17 13:22:32,031|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-17 13:22:32,033|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-17 13:22:32,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:32,034|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-17 13:22:32,039|INFO |Thread-16| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-17 13:22:32,039|DEBUG|Thread-16| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-17 13:22:36,031|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-17 13:22:36,034|INFO |main| IShield - command :killall

2021-03-17 13:22:36,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:36,035|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-17 13:22:36,036|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-17 13:22:36,041|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 13:22:36,042|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be killed in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-17 13:22:36,043|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,044|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,044|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to kill: octopus\_local, simulation\_local

2021-03-17 13:22:36,046|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,048|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,050|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:36,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:36,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are killed.

2021-03-17 13:22:36,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are killed.

2021-03-17 13:22:36,051|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 4 on localhost: abs\_local

2021-03-17 13:22:36,052|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable abs\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,052|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to kill: abs\_local

2021-03-17 13:22:36,054|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,057|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:36,057|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is killed.

2021-03-17 13:22:36,057|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is killed.

2021-03-17 13:22:36,059|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:36,061|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:36,061|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 3 on localhost: umcadmin\_local

2021-03-17 13:22:36,061|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable umcadmin\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,061|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to kill: umcadmin\_local

2021-03-17 13:22:36,064|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,066|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:36,066|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is killed.

2021-03-17 13:22:36,066|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is killed.

2021-03-17 13:22:36,069|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:36,071|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:36,073|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:36,073|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 2 on localhost: cloudsearch\_local

2021-03-17 13:22:36,073|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable cloudsearch\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,073|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to kill: cloudsearch\_local

2021-03-17 13:22:36,076|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,079|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:22:36,079|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is killed.

2021-03-17 13:22:36,079|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is killed.

2021-03-17 13:22:36,081|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:36,084|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:36,086|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:36,088|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:36,088|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 1 on localhost: elastic\_local

2021-03-17 13:22:36,088|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable elastic\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,088|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to kill: elastic\_local

2021-03-17 13:22:36,090|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,092|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-17 13:22:36,092|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is killed.

2021-03-17 13:22:36,092|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is killed.

2021-03-17 13:22:36,094|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:22:36,097|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:36,099|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:36,101|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:36,103|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:36,103|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Killing runnables of layer 0 on localhost: zoo\_local

2021-03-17 13:22:36,103|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.KillAllExecutableCommand - Runnable zoo\_local is already in state STOPPED no kill required.

2021-03-17 13:22:36,103|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to kill: zoo\_local

2021-03-17 13:22:36,104|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:22:36,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STOPPED.

2021-03-17 13:22:36,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is killed.

2021-03-17 13:22:36,106|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is killed.

2021-03-17 13:22:36,108|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-17 13:22:36,110|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:22:36,113|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:22:36,116|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:22:36,118|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:22:36,120|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:22:36,120|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-17 13:22:36,120|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-17 13:22:36,140|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-17 13:22:36,140|DEBUG|Thread-17| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[]}, 1={localhost=[]}, 2={localhost=[]}, 3={localhost=[]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:22:40,032|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-17 13:22:40,035|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-17 13:22:40,035|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:40,036|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-17 13:22:40,045|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-17 13:22:44,032|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-17 13:22:44,035|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-17 13:22:44,036|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:44,036|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-17 13:22:44,047|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-17 13:22:44,047|DEBUG|Thread-20| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-17 13:22:48,033|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-17 13:22:48,036|INFO |main| IShield - command :force deconfigureall

2021-03-17 13:22:48,036|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:22:48,038|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command force deconfigureall

2021-03-17 13:22:48,038|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand started

2021-03-17 13:22:50,264|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Usable space (FileStore0): 151.81 GB

2021-03-17 13:22:50,264|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.common.lifecycle.AvailableFileSizesCheckOnAgent - Needed space (FileStore0): 243.18 MB ( incl. extension factor 1.2)

2021-03-17 13:22:50,264|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable zoo\_local.

2021-03-17 13:22:50,956|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable cloudsearch\_local.

2021-03-17 13:22:51,504|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable elastic\_local.

2021-03-17 13:22:53,522|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable umcadmin\_local.

2021-03-17 13:23:01,682|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable abs\_local.

2021-03-17 13:23:13,120|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable octopus\_local.

2021-03-17 13:23:14,180|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Start to deconfigure runnable simulation\_local.

2021-03-17 13:23:14,750|INFO |ACC execAsync thread DeconfigureAllCommand [forced=true]| com.aris.prov.macc.HeadlessCloudController - Operation DeconfigureAllCommand completed

2021-03-17 13:23:14,765|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command force deconfigureall: OK

2021-03-17 13:23:14,767|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=[RunnableInstanceInfo{params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, id='zoo\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_zoo\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124034\_zookeeper-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=zookeeper-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', averageStartupTime=8204, lastStartupTime=7932, startTimestamp=1615978152446, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/log/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/conf/\*\*], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local'}, RunnableInstanceInfo{params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='cloudsearch\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_cloudsearch\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124057\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.cip, artifactId=y-cloudsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', averageStartupTime=7488, lastStartupTime=7488, startTimestamp=1615977867792, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/defaultLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/cloudsearch.cfg], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=null, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, zookeeper.application.instance.port=ParameterMetadata{key='zookeeper.application.instance.port', defaultValue=8099, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={RS=rs0000000000}, instanceNodePathsByEAppType={RS=/aris/services/rs/instances/rs0000000000}, appTypeSpecificInfoByEAppType={RS=AppTypeSpecificInfo{zookeeperInstanceNodeName='rs0000000000', zookeeperInstanceNodePath='/aris/services/rs/instances/rs0000000000', context='/'}}, appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local'}, RunnableInstanceInfo{params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, id='elastic\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_elastic\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124102\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.runnables, artifactId=elasticsearch-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', averageStartupTime=10315, lastStartupTime=10101, startTimestamp=1615978160842, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*], configFileIncludePatterns=[\*\*/config/\*.yml], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, ELASTICSEARCH.http.port=ParameterMetadata{key='ELASTICSEARCH.http.port', defaultValue=19976, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ELASTICSEARCH.transport.tcp.port=ParameterMetadata{key='ELASTICSEARCH.transport.tcp.port', defaultValue=20000-20050, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=PORT\_RANGE\_DYNAMIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={ELASTICSEARCH=elasticsearch0000000000}, instanceNodePathsByEAppType={ELASTICSEARCH=/aris/services/elasticsearch/instances/elasticsearch0000000000}, appTypeSpecificInfoByEAppType={ELASTICSEARCH=AppTypeSpecificInfo{zookeeperInstanceNodeName='elasticsearch0000000000', zookeeperInstanceNodePath='/aris/services/elasticsearch/instances/elasticsearch0000000000', context='null'}}, appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local'}, RunnableInstanceInfo{params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, id='umcadmin\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_umcadmin\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124108\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.umcadmin, artifactId=y-umcadmin-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', averageStartupTime=12946, lastStartupTime=12946, startTimestamp=1615977875509, desiredState=STOPPED, autostart=false, enhancements={help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=tm, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation.administration, artifactId=administration, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={importConfig=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importConfig, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createGroup=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createGroup, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], unassignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=unassignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], deleteTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], updateUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], listTenants=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=listTenants, parameters={master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], deleteLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.productcode=ParameterMetadata{key='affected.productcode', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], importLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=importLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='file', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], createTenant=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createTenant, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.name=ParameterMetadata{key='master.tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, master.tenant.user.pwd=ParameterMetadata{key='master.tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.superuser.pwd=ParameterMetadata{key='tenant.superuser.pwd', defaultValue=superuser, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.arisservice.pwd=ParameterMetadata{key='tenant.arisservice.pwd', defaultValue=arisservice, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], changePassword=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=changePassword, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, DOWN, STARTING, STARTED, STOPPED, FAILED, UNKNOWN, STOPPING]], assignLicense=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignLicense, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, license=ParameterMetadata{key='license', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], createUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, as.technical.user=ParameterMetadata{key='as.technical.user', defaultValue=false, \_\_internalTypeName='boolean', multiValued=false, mandatory=false, resolvedType=boolean, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.pwd=ParameterMetadata{key='affected.pwd', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.first.name=ParameterMetadata{key='affected.first.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.last.name=ParameterMetadata{key='affected.last.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.description=ParameterMetadata{key='affected.description', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.email=ParameterMetadata{key='affected.email', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignUser=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignUser, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.group=ParameterMetadata{key='affected.group', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]], assignPrivilege=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=assignPrivilege, parameters={tenant.name=ParameterMetadata{key='tenant.name', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.pwd', defaultValue=manager, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.user=ParameterMetadata{key='affected.user', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, affected.privilegeid=ParameterMetadata{key='affected.privilegeid', defaultValue=null, \_\_internalTypeName='string', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=false, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ACC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={UMC=umc0000000000}, instanceNodePathsByEAppType={UMC=/aris/applications/umc/instances/umc0000000000}, appTypeSpecificInfoByEAppType={UMC=AppTypeSpecificInfo{zookeeperInstanceNodeName='umc0000000000', zookeeperInstanceNodePath='/aris/applications/umc/instances/umc0000000000', context='/'}}, appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local'}, RunnableInstanceInfo{params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, id='abs\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_abs\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124123\_y-server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=y-server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={help20=EnhancementInfo [enhancementId=help20, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war, configParameters={}, enhancementType=help], help9=EnhancementInfo [enhancementId=help9, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=nl, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war, configParameters={}, enhancementType=help], help18=EnhancementInfo [enhancementId=help18, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war, configParameters={}, enhancementType=help], help19=EnhancementInfo [enhancementId=help19, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war, configParameters={}, enhancementType=help], autoimport1=EnhancementInfo [enhancementId=autoimport1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=autoimport, artifactInfo=FullArtifactInfo [groupId=com.aris.modeling.components, artifactId=United\_Motor\_Group, version=98.11.0, platform=Independent, classifier=null, type=zip]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\modeling\components\United\_Motor\_Group\98.11.0\United\_Motor\_Group-98.11.0.zip, configParameters={}, enhancementType=autoimport], help2=EnhancementInfo [enhancementId=help2, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war, configParameters={}, enhancementType=help], help12=EnhancementInfo [enhancementId=help12, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war, configParameters={}, enhancementType=help], help1=EnhancementInfo [enhancementId=help1, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=de, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war, configParameters={}, enhancementType=help], help13=EnhancementInfo [enhancementId=help13, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=en, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war, configParameters={}, enhancementType=help], help4=EnhancementInfo [enhancementId=help4, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war, configParameters={}, enhancementType=help], help10=EnhancementInfo [enhancementId=help10, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-scripthelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war, configParameters={}, enhancementType=help], help3=EnhancementInfo [enhancementId=help3, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war, configParameters={}, enhancementType=help], help11=EnhancementInfo [enhancementId=help11, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=null, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war, configParameters={}, enhancementType=help], help6=EnhancementInfo [enhancementId=help6, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war, configParameters={}, enhancementType=help], help16=EnhancementInfo [enhancementId=help16, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war, configParameters={}, enhancementType=help], help5=EnhancementInfo [enhancementId=help5, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ja, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war, configParameters={}, enhancementType=help], help17=EnhancementInfo [enhancementId=help17, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=pt, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war, configParameters={}, enhancementType=help], help8=EnhancementInfo [enhancementId=help8, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=zh, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war, configParameters={}, enhancementType=help], help14=EnhancementInfo [enhancementId=help14, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=es, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war, configParameters={}, enhancementType=help], help7=EnhancementInfo [enhancementId=help7, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect, version=98.11.0, platform=Independent, classifier=ru, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war, configParameters={}, enhancementType=help], help15=EnhancementInfo [enhancementId=help15, originalEnhancement=ArtifactEnhancement [configParameters={}, enhancementType=help, artifactInfo=FullArtifactInfo [groupId=com.aris.documentation, artifactId=architect-methodhelp, version=98.11.0, platform=Independent, classifier=fr, type=war]], absolutePathToEnhancementFileLocation=C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war, configParameters={}, enhancementType=help]}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, ActiveMQPort=ParameterMetadata{key='ActiveMQPort', defaultValue=10054, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, DOWN, STARTING, STARTED, STOPPED, FAILED, UNKNOWN, STOPPING]], deleteDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=deleteDB, parameters={delete.dbname=ParameterMetadata{key='delete.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], renameDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=renameDB, parameters={rename.olddbname=ParameterMetadata{key='rename.olddbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, rename.newdbname=ParameterMetadata{key='rename.newdbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], restoreSystemDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreSystemDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], createDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=createDB, parameters={create.dbname=ParameterMetadata{key='create.dbname', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], autoimport=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=true, unique=false} OperationMetadata [name=autoimport, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[DEACTIVATED, DOWN, STARTING, STARTED, STOPPED, FAILED, UNKNOWN, STOPPING]], restoreDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=restoreDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], migrateDB=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=migrateDB, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.name=ParameterMetadata{key='tenant.name', defaultValue=default, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.name=ParameterMetadata{key='tenant.user.name', defaultValue=system, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}, tenant.user.pwd=ParameterMetadata{key='tenant.user.name', defaultValue=manager, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={ABS=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, id='octopus\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_octopus\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124145\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.octopus, artifactId=y-octopus\_server-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={help=EnhancementMetadata{persistent=false, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=help, parameters={enhancement.path=ParameterMetadata{key='enhancement.path', defaultValue=null, \_\_internalTypeName='File', multiValued=false, mandatory=false, resolvedType=class java.io.File, synonyms=[], portParameterType=NO\_PORT, portRegEx='null', portParameterDisabledValue='-1'}}, parametersComplete=true, requiredStates=[STARTED]], keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], imports=[], appTypeSpecificMetadataByEAppType={OCT=com.aris.prov.common.config.runnables.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local'}, RunnableInstanceInfo{params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, id='simulation\_local', runnableTypeInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-run-prod, version=98.11.0, platform=Independent, classifier=runnable, type=zip], workingDirectory='work\work\_simulation\_local', state=STOPPED, extendedState='null', unpackedRunnableBinaryDir='agentLocalRepo\.unpacked\20210317.124152\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginInfo=FullArtifactInfo [groupId=com.aris.modeling.components.simulationserver, artifactId=y-simuserver-plugin, version=98.11.0, platform=Independent, classifier=null, type=zip], pluginBinaryDirectory='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', averageStartupTime=null, lastStartupTime=null, startTimestamp=null, desiredState=STOPPED, autostart=false, enhancements={}, loadPlugin=true, metadata=RunnableMetadata{logFileIncludePatterns=[threadDumps/\*\*, \*\*/logs/\*\*, \*\*/log/\*\*, \*\*/\*SlowQueryLog/\*\*], logFileExcludePatterns=[\*\*/rotatelogs\*, \*\*/\*.lck, \*\*/system.out.log], configFileIncludePatterns=[base/conf/\*\*, base/logs/system.out.log], configFileExcludePatterns=[], deleteLogFilesSupportedWhileStarted=true, configureParameters={JAVA-Dcom.sun.management.jmxremote.port=ParameterMetadata{key='JAVA-Dcom.sun.management.jmxremote.port', defaultValue=null, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, JAVA\_OPTS=ParameterMetadata{key='JAVA\_OPTS', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}),.\*', portParameterDisabledValue='-1'}, JAVA-Xrunjdwp\:transport=ParameterMetadata{key='JAVA-Xrunjdwp\:transport', defaultValue=null, \_\_internalTypeName='String', multiValued=false, mandatory=false, resolvedType=class java.lang.String, synonyms=[], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='.\*address=([0-9]{1,5}).\*', portParameterDisabledValue='-1'}, connector.http.port=ParameterMetadata{key='connector.http.port', defaultValue=8080, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.ajp.port=ParameterMetadata{key='connector.ajp.port', defaultValue=8009, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_AJP\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}, connector.https.port=ParameterMetadata{key='connector.https.port', defaultValue=-1, \_\_internalTypeName='int', multiValued=false, mandatory=false, resolvedType=int, synonyms=[CATALINA\_HTTPS\_PORT], portParameterType=SINGLE\_PORT\_STATIC, portRegEx='null', portParameterDisabledValue='-1'}}, configureParametersComplete=false, enhancements={keystore=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=true} OperationMetadata [name=keystore, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], commonsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=false, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=commonsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]], webappsClasspath=EnhancementMetadata{persistent=true, reapplyAfterUpdate=true, deEnhancementSupported=false, implicitDeEnhanceOnUpdate=false, unique=false} OperationMetadata [name=webappsClasspath, parameters={}, parametersComplete=false, requiredStates=[DEACTIVATED, STOPPED, FAILED]]}, enhancementsComplete=false, operations={}, operationsComplete=false, internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], imports=[], appTypeSpecificMetadataByEAppType={}}, instanceNodeNamesByEAppType={}, instanceNodePathsByEAppType={}, appTypeSpecificInfoByEAppType={}, appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local'}]}, error=null, errors=[], warnings=[]}

2021-03-17 13:23:18,031|INFO |main| IShield - sz\_stdout : Successfully deconfigured all currently not running runnables on node localhost.

2021-03-17 13:23:18,033|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=true

2021-03-17 13:23:18,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:23:18,035|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[true]]

2021-03-17 13:23:18,041|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[true]]: OK

2021-03-17 13:23:22,030|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to true on node localhost

2021-03-17 13:23:22,033|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=true

2021-03-17 13:23:22,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:23:22,034|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=true

2021-03-17 13:23:22,037|INFO |Thread-24| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=true: OK

2021-03-17 13:23:22,037|DEBUG|Thread-24| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true., error=null, errors=[], warnings=[]}

2021-03-17 13:23:26,030|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to true.ode localhost

2021-03-17 13:23:26,033|INFO |main| IShield - command :killall

2021-03-17 13:23:26,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:23:26,035|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-17 13:23:26,035|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-17 13:23:26,038|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-17 13:23:26,039|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-17 13:23:26,136|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-17 13:23:26,137|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-17 13:23:30,033|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.ait.for.last.layer to true.ode localhost

2021-03-17 13:23:30,035|INFO |main| IShield - command :set startall.stopall.wait.for.last.layer=false

2021-03-17 13:23:30,036|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:23:30,037|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=startall.stopall.wait.for.last.layer, values=[false]]

2021-03-17 13:23:30,042|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=startall.stopall.wait.for.last.layer, values=[false]]: OK

2021-03-17 13:23:34,031|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter startall.stopall.wait.for.last.layer to false on node localhost

2021-03-17 13:23:34,034|INFO |main| IShield - command :set acc startall.stopall.wait.for.last.layer=false

2021-03-17 13:23:34,034|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:23:34,035|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command set acc startall.stopall.wait.for.last.layer=false

2021-03-17 13:23:34,037|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc startall.stopall.wait.for.last.layer=false: OK

2021-03-17 13:23:34,037|DEBUG|Thread-28| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false., error=null, errors=[], warnings=[]}

2021-03-17 13:23:38,032|INFO |main| IShield - sz\_stdout : Successfully set ACC configuration parameter startall.stopall.wait.for.last.layer to false.ode localhost

2021-03-17 13:23:54,513|INFO |main| IShield - Kill Tasks : ;;

2021-03-17 13:23:54,517|INFO |main| IShield - LOCAL AGENT : Remove Service Software AG ARIS LOCAL

2021-03-17 13:24:10,801|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-17 13:24:10,802|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-17 13:24:10,804|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-17 13:28:05,787|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-17 13:28:05,787|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation QuickKillAllCommand

2021-03-17 13:28:05,787|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-17 13:29:05,787|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation DeconfigureAllCommand

2021-03-17 13:29:05,787|INFO |AccOperationsManager thread| com.aris.prov.acc.AccOperationsManager - Removing COMPLETED long running operation KillAllCommand

2021-03-17 13:39:51,153|INFO |main| IShield - Dialog :SdFinish (MAINTENANCE): InstallShield Wizard has finished uninstalling %p.

2021-03-17 13:39:51,154|INFO |main| IShield - Dialog : SdFinish (Uninstall): InstallShield Wizard has finished uninstalling %p.

2021-03-17 13:39:55,863|INFO |main| IShield - BACKUP RENAME FAILED:

2021-03-17 13:39:55,920|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-17 13:44:33,904|INFO |main| IShield - Setup start ######################################################################################################

2021-03-17 13:44:34,288|INFO |main| IShield - CMD : oem01

2021-03-17 13:44:34,289|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 13:44:34,289|INFO |main| IShield - REMOVEONLY : FALSE

2021-03-17 13:44:34,294|INFO |main| IShield - modus detect: Not Silent removeonly

2021-03-17 13:44:35,020|INFO |main| IShield - VM: Server: cscdnscdc001d.amer.csc.com

2021-03-17 13:44:35,020|INFO |main| IShield - VM: Address: 20.137.163.53

2021-03-17 13:44:35,023|INFO |main| IShield - Dialog : Dlg\_SdWelcome

2021-03-17 13:44:37,347|INFO |main| IShield - Dialog : Dlg\_SdLicenseEx

2021-03-17 13:44:42,144|INFO |main| IShield - Dialog : Dlg\_SdAskDestPath\_LocalDrive

2021-03-17 13:44:44,712|INFO |main| IShield - Dialog : Dlg\_Platform\_Product\_Tree

2021-03-17 13:44:49,148|INFO |main| IShield - Dialog : PARAM\_Dlg\_Local\_Option

2021-03-17 13:44:52,358|INFO |main| IShield - Dialog : LOCAL.ENABELD TRUE

2021-03-17 13:44:52,359|INFO |main| IShield - Dialog : LOCAL.DISENABELD FALSE

2021-03-17 13:44:52,364|INFO |main| IShield - Dialog : PARAM\_Dlg\_SdLicChooser\_LOCAL

2021-03-17 13:44:55,042|INFO |main| IShield - Dialog : lic.select TRUE

2021-03-17 13:44:55,043|INFO |main| IShield - Dialog : lic.source

2021-03-17 13:44:55,051|INFO |main| IShield - Dialog : Dlg\_SdStartCopy

2021-03-17 13:45:03,136|INFO |main| IShield - webserver : install vcredist\_2010\_x86.exe

2021-03-17 13:45:04,136|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 13:45:04,565|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 13:45:05,207|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:13131

2021-03-17 13:45:05,207|INFO |main| IShield - webserver : LAUNCHED Port: 13131

2021-03-17 13:45:06,783|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-17 13:45:08,674|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-17 13:45:10,182|INFO |main| IShield - close Firewall port : 14051

2021-03-17 13:45:10,354|INFO |main| IShield - open Firewall port : 14051

2021-03-17 13:45:10,753|INFO |main| IShield - close Firewall port : 44687

2021-03-17 13:45:10,925|INFO |main| IShield - open Firewall port : 44687

2021-03-17 13:45:11,431|INFO |main| IShield - close Firewall port : 14050

2021-03-17 13:45:11,604|INFO |main| IShield - open Firewall port : 14050

2021-03-17 13:45:12,168|INFO |main| IShield - close Firewall port : 14048

2021-03-17 13:45:12,338|INFO |main| IShield - open Firewall port : 14048

2021-03-17 13:45:13,344|INFO |main| IShield - Cloud CC : install vcredist\_x64.exe

2021-03-17 13:45:14,037|INFO |main| IShield - Cloud CC : install vcredist\_x86.exe

2021-03-17 13:45:33,472|INFO |main| IShield - LOCAL AGENT : create Service "create "Software AG ARIS LOCAL" binpath= "\"C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\wrapper.exe\" -s \"C:\SoftwareAG\ARIS9.8\LOCALSERVER\conf\ARISCloudAgentapp.conf\"" displayname= "ARIS LOCAL 9.8" depend= tcpip/afd start= auto "

2021-03-17 13:45:45,671|INFO |main| IShield - Client : install vcredist\_2010\_x86.exe

2021-03-17 13:45:47,562|INFO |main| IShield - Client : install vcredist\_2010\_x64.exe

2021-03-17 13:46:39,570|INFO |main| IShield - registry: type S KeyName PRODUCT Value ;ARISBusinessArchitect;ARISUMLDesigner;ARISBusinessOptimizer;ARISSmartInputforBusinessOptimizer;ARISTOOLS

2021-03-17 13:46:39,571|INFO |main| IShield - registry: type S KeyName PORT Value 80

2021-03-17 13:46:39,613|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-17 13:46:39,810|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,812|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,812|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,814|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,814|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,814|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,815|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,815|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,815|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:46:39,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:46:39,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:46:39,816|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:46:39,816|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,817|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:46:39,817|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:46:39,817|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,817|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-17 13:46:39,817|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 13:46:39,817|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,819|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,819|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,819|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,820|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,820|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,821|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,822|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,822|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,822|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,823|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,823|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,824|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,825|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,825|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,826|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,826|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,826|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,827|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,827|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,828|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-17 13:46:39,830|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-17 13:46:39,830|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,831|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,831|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,832|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,832|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,833|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-17 13:46:39,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-17 13:46:39,833|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,833|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,834|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,834|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,834|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,835|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:46:39,835|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:46:39,835|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,836|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,837|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,837|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,837|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,838|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,839|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,839|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,839|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,839|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-17 13:46:39,839|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-17 13:46:39,839|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-17 13:46:39,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-17 13:46:39,840|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,840|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-17 13:46:39,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-17 13:46:39,841|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-17 13:46:39,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-17 13:46:39,841|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 13:46:39,841|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 13:46:39,842|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,842|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:46:39,842|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:46:39,842|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,843|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:46:39,843|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:46:39,843|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,844|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:46:39,844|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:46:39,844|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,844|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-17 13:46:39,844|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-17 13:46:39,844|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,845|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,845|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,845|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,845|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,845|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,845|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,845|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,846|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,846|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,846|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-17 13:46:39,846|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-17 13:46:39,846|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,846|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:46:39,846|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:46:39,846|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,847|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:46:39,847|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:46:39,847|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,847|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:46:39,847|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:46:39,847|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,848|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:46:39,848|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:46:39,848|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,848|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,848|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,848|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,848|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,848|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,848|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,849|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,849|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,849|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,849|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,849|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,849|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,849|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,849|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,850|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,850|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,850|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,850|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,850|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,850|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,850|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,850|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:46:39,850|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:46:39,850|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,851|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,851|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,851|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,851|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,851|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,851|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,851|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,852|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,852|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,852|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,852|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,852|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,852|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,852|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,852|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,853|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,853|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,853|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,854|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,854|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,854|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,854|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,854|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,854|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,855|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,855|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,855|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,855|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,855|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,855|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:46:39,856|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-17 13:46:39,856|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,856|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,856|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,856|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,857|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,857|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-17 13:46:39,857|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-17 13:46:39,857|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-17 13:46:39,857|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,857|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,858|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,858|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,858|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,858|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,858|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,858|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,858|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,858|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,859|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:46:39,859|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,859|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,859|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,859|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 13:46:39,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,860|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,860|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,861|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-17 13:46:39,861|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,861|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,861|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,861|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,862|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,862|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,862|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,862|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-17 13:46:39,862|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 13:46:39,862|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,862|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:46:39,862|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:46:39,862|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:46:39,863|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:46:39,863|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-17 13:46:39,863|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,863|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,863|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,864|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,864|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,864|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,864|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,864|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,865|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,865|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,865|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,865|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,865|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,865|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,865|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:46:39,865|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:46:39,865|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,866|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,866|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:46:39,866|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-17 13:46:39,866|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-17 13:46:39,866|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,867|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-17 13:46:39,870|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-17 13:46:39,870|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-17 13:46:39,870|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-17 13:46:39,870|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 13:46:39,873|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 13:46:39,877|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-17 13:46:39,877|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-17 13:46:39,879|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-17 13:46:39,881|INFO |main| com.aris.prov.common.util.FileUtil - Existing lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.8wsx2\_AsxmelV25ongqGYw can be locked, left-over from previous instance

2021-03-17 13:46:39,882|INFO |main| com.aris.prov.common.util.FileUtil - Deleting and recreating dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:46:39,891|INFO |main| com.aris.prov.common.util.FileUtil - Deleted directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:46:39,892|INFO |main| com.aris.prov.common.util.FileUtil - (Re-)created directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:46:39,895|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.-OvOH9jQq3wL4AP6njnkIw

2021-03-17 13:46:39,896|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.-OvOH9jQq3wL4AP6njnkIw created

2021-03-17 13:46:44,702|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-17 13:46:44,704|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-17 13:46:45,164|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-17 13:46:45,164|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-17 13:46:45,164|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-17 13:46:45,165|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-17 13:46:45,167|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-17 13:46:45,180|INFO |Thread-17| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-17 13:46:49,156|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-17 13:46:49,329|INFO |main| IShield - command :list

2021-03-17 13:46:49,329|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:46:49,331|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 13:46:49,337|INFO |Thread-18| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-17 13:46:49,337|DEBUG|Thread-18| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:46:53,329|INFO |main| IShield - sz\_stdout : On node localhost 0 runnables are installed.

2021-03-17 13:46:53,394|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-17 13:46:53,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:46:53,395|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-17 13:46:53,404|INFO |Thread-19| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-17 13:46:57,391|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-17 13:46:57,391|INFO |main| IShield - command :set remote.repository.url="http://localhost:13131/repo"

2021-03-17 13:46:57,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:46:57,392|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=remote.repository.url, values=[http://localhost:13131/repo]]

2021-03-17 13:46:57,401|INFO |Thread-20| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=remote.repository.url, values=[http://localhost:13131/repo]]: OK

2021-03-17 13:47:01,390|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter remote.repository.url to http://localhost:13131/repo on node localhost

2021-03-17 13:47:01,392|INFO |main| IShield - ###### START ####IDS\_Get\_Runable\_run\_Status######

2021-03-17 13:47:01,393|INFO |main| IShield - # command : list

2021-03-17 13:47:01,393|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:01,394|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 13:47:01,399|INFO |Thread-21| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list : OK

2021-03-17 13:47:01,399|DEBUG|Thread-21| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:47:05,391|INFO |main| IShield - # sz\_stdout : On node localhost 0 runnables are installed.

2021-03-17 13:47:05,393|INFO |main| IShield - # ###### END ####IDS\_Get\_Runable\_run\_Status######

2021-03-17 13:47:05,395|INFO |main| IShield - command :abort all tasks

2021-03-17 13:47:05,396|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:05,397|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Executing command abort all tasks

2021-03-17 13:47:05,426|INFO |Thread-22| com.aris.prov.macc.HeadlessCloudController - Result of execution of command abort all tasks: OK

2021-03-17 13:47:05,426|DEBUG|Thread-22| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully aborted all active long-running operations., error=null, errors=[], warnings=[]}

2021-03-17 13:47:09,390|INFO |main| IShield - sz\_stdout : Successfully aborted all active long-running operations.

2021-03-17 13:47:09,392|INFO |main| IShield - command :killall

2021-03-17 13:47:09,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:09,393|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Executing command killall

2021-03-17 13:47:09,398|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand started

2021-03-17 13:47:09,409|WARN |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:47:09,409|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 13:47:09,409|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type zoo\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - zoo\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type elastic\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgres\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type postgresECP\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type cloudsearch\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - cloudsearch\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type umcadmin\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - umcadmin\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type abs\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type mashzone\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecp\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type copernicus\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_core\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_web\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type dashboarding\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type arcm\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type octopus\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type simulation\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type businesspublisher\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - octopus\_s, simulation\_s, businesspublisher\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 13:47:09,410|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost killall completed.

2021-03-17 13:47:09,411|INFO |ACC execAsync thread KillAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null, quickKill=false]| com.aris.prov.macc.HeadlessCloudController - Operation KillAllCommand completed

2021-03-17 13:47:09,499|INFO |Thread-23| com.aris.prov.macc.HeadlessCloudController - Result of execution of command killall: OK

2021-03-17 13:47:09,500|DEBUG|Thread-23| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={}, error=null, errors=[], warnings=[]}

2021-03-17 13:47:13,390|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-17 13:47:13,392|INFO |main| IShield - command :quick killall

2021-03-17 13:47:13,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:13,393|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Executing command quick killall

2021-03-17 13:47:13,394|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand started

2021-03-17 13:47:13,467|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.acc.bl.commands.runnablemgmt.QuickKillAllExecutableCommand - All runnables on localhost have been killed.

2021-03-17 13:47:13,468|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - All runnables on localhost have been killed.

2021-03-17 13:47:13,468|INFO |ACC execAsync thread QuickKillAllCommand [nodeName=localhost]| com.aris.prov.macc.HeadlessCloudController - Operation QuickKillAllCommand completed

2021-03-17 13:47:13,497|INFO |Thread-25| com.aris.prov.macc.HeadlessCloudController - Result of execution of command quick killall: OK

2021-03-17 13:47:13,497|DEBUG|Thread-25| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=[true], error=null, errors=[], warnings=[]}

2021-03-17 13:47:17,391|INFO |main| IShield - sz\_stdout : Successfully killed all not-yet running runnables on localhost.

2021-03-17 13:47:17,397|INFO |main| IShield - command :configure zoo\_local zoo\_local tickTime="60000" clientPort="14051"

2021-03-17 13:47:17,397|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:17,400|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:47:17,418|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:17,420|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:18,370|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:18,370|WARN |Thread-27| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:20,991|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:47:20,997|WARN |Thread-27| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:47:20,998|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:47:20,998|INFO |Thread-27| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local

2021-03-17 13:47:21,008|INFO |Thread-27| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='zoo\_local', appType='zoo\_local', groupId='null', artifactId='null', version='null', configParams={tickTime=[60000], clientPort=[14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:47:24,390|INFO |main| IShield - sz\_stdout : Successfully configured runnable zoo\_local on node localhost.

2021-03-17 13:47:24,395|INFO |main| IShield - command :configure postgres\_local postgres\_local zookeeper.connect.string="localhost:14051" postgresql.port="14050"

2021-03-17 13:47:24,396|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:24,396|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:47:24,405|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:24,426|WARN |Thread-28| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:37,170|INFO |Thread-28| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='postgres\_local', appType='postgres\_local', groupId='null', artifactId='null', version='null', configParams={postgresql.port=[14050], zookeeper.connect.string=[localhost:14051]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: UNKNOWN

2021-03-17 13:47:37,170|ERROR|Thread-28| com.softwareag.aris.setup.xlayer.main.Error - Code: 10098 Message: Unable to configure runnable postgres\_local on node localhost.

Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-17 13:47:40,390|INFO |main| IShield - sz\_stdout :

2021-03-17 13:47:40,392|INFO |main| IShield - sz\_stderr : Unable to configure runnable postgres\_local on node localhost. Could not configure runnable postgres\_local (com.aris.runnables.PostgreSQL-run-prod-98.11.0) on node localhost: Ant configure exited with 1

2021-03-17 13:47:40,396|INFO |main| IShield - command :configure cloudsearch\_local cloudsearch\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" zookeeper.application.instance.port="14049"

2021-03-17 13:47:40,397|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:40,398|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:47:40,405|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:40,423|WARN |Thread-29| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:41,451|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:47:41,455|WARN |Thread-29| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:47:41,455|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:47:41,455|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 13:47:41,455|INFO |Thread-29| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<cloudsearch\_local

2021-03-17 13:47:41,467|INFO |Thread-29| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='cloudsearch\_local', appType='cloudsearch\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:47:45,391|INFO |main| IShield - sz\_stdout : Successfully configured runnable cloudsearch\_local on node localhost.

2021-03-17 13:47:45,397|INFO |main| IShield - command :configure elastic\_local elastic\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" ELASTICSEARCH.http.port="14048" ELASTICSEARCH.cluster.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.node.name="BG-PF19F8CB-LOCAL" ELASTICSEARCH.transport.tcp.port="20100-20150"

2021-03-17 13:47:45,398|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:45,398|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:47:45,405|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:45,424|WARN |Thread-30| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:47,205|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:47:47,208|WARN |Thread-30| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:47:47,208|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:47:47,208|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 13:47:47,208|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 13:47:47,208|INFO |Thread-30| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local

2021-03-17 13:47:47,216|INFO |Thread-30| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='elastic\_local', appType='elastic\_local', groupId='null', artifactId='null', version='null', configParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:47:50,391|INFO |main| IShield - sz\_stdout : Successfully configured runnable elastic\_local on node localhost.

2021-03-17 13:47:50,397|INFO |main| IShield - command :configure umcadmin\_local umcadmin\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14103"

2021-03-17 13:47:50,398|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:47:50,398|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:47:50,406|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:50,424|WARN |Thread-31| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:47:59,544|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:47:59,550|WARN |Thread-31| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:47:59,550|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:47:59,550|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 13:47:59,550|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 13:47:59,550|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 13:47:59,550|INFO |Thread-31| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local

2021-03-17 13:47:59,562|INFO |Thread-31| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='umcadmin\_local', appType='umcadmin\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:48:03,390|INFO |main| IShield - sz\_stdout : Successfully configured runnable umcadmin\_local on node localhost.

2021-03-17 13:48:03,396|INFO |main| IShield - command :configure abs\_local abs\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14102"

2021-03-17 13:48:03,396|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:03,397|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:48:03,408|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:48:03,439|WARN |Thread-32| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:48:23,727|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:48:23,734|WARN |Thread-32| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:48:23,734|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:48:23,734|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 13:48:23,734|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 13:48:23,734|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 13:48:23,734|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-17 13:48:23,734|INFO |Thread-32| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local

2021-03-17 13:48:23,743|INFO |Thread-32| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='abs\_local', appType='abs\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:48:27,390|INFO |main| IShield - sz\_stdout : Successfully configured runnable abs\_local on node localhost.

2021-03-17 13:48:27,396|INFO |main| IShield - command :configure octopus\_local octopus\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14105"

2021-03-17 13:48:27,396|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:27,397|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:48:27,410|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:48:27,436|WARN |Thread-33| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:48:31,322|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:48:31,327|WARN |Thread-33| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-17 13:48:31,327|INFO |Thread-33| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<octopus\_local

2021-03-17 13:48:31,336|INFO |Thread-33| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='octopus\_local', appType='octopus\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:48:34,390|INFO |main| IShield - sz\_stdout : Successfully configured runnable octopus\_local on node localhost.

2021-03-17 13:48:34,394|INFO |main| IShield - command :configure simulation\_local simulation\_local zookeeper.connect.string="localhost:14051" CATALINA\_AJP\_PORT="-1" CATALINA\_PORT="14108"

2021-03-17 13:48:34,395|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:34,395|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='null', checkOnly=false, forced=false}

2021-03-17 13:48:34,405|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:48:34,428|WARN |Thread-34| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node UNKNOWN: No MYID specified for instance UNKNOWN, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:48:36,406|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Application type order was specified, updating runnable order property on node localhost using current app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s

2021-03-17 13:48:36,411|WARN |Thread-34| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [dashboarding\_m, adsadmin\_l, dashboarding\_l, adsadmin\_m, octopus\_local, copernicus\_local, postgresECP\_l, arcm\_local, postgresECP\_m, umcadmin\_local, ecp\_l, postgresECP\_local, loadbalancer\_l, loadbalancer\_m, octopus\_l, hds\_local, octopus\_m, rtbs\_m, rtbs\_l, abs\_l, abs\_m, ecp\_local, elastic\_local, arcm\_m, arcm\_l, ppm\_default\_local, simulation\_m, simulation\_l, ppm\_core\_m, ppm\_core\_l, ppm\_default\_s, umcadmin\_m, umcadmin\_l, apg\_m, elastic\_l, apg\_l, mashzone\_local, abs\_local, elastic\_m, loadbalancer\_local, ppm\_core\_local, ecpbundle\_local, zoo\_local, mashzone\_m, zoo\_m, mashzone\_l, ppm\_web\_m, postgres\_l, postgres\_m, rtbs\_local, simulation\_local, zoo\_l, couchdb\_m, couchdb\_l, ppm\_web\_l, apiportalbundle\_l, ecp\_m, ppm\_default\_m, ppm\_default\_l, apiportalbundle\_m, adsadmin\_local, cloudsearch\_l, cloudsearch\_m, apiportalbundle\_local, copernicus\_l, copernicus\_m, hds\_l, hds\_m, apg\_local, businesspublisher\_local, cloudsearch\_local, ppm\_web\_local, couchdb\_local, ecpbundle\_m, ecpbundle\_l, dashboarding\_local, postgres\_local, businesspublisher\_m, businesspublisher\_l]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:48:36,411|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable zoo\_local is of app type zoo\_s

2021-03-17 13:48:36,411|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable elastic\_local is of app type elastic\_s

2021-03-17 13:48:36,411|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable cloudsearch\_local is of app type cloudsearch\_s

2021-03-17 13:48:36,411|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable umcadmin\_local is of app type umcadmin\_s

2021-03-17 13:48:36,411|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable abs\_local is of app type abs\_s

2021-03-17 13:48:36,411|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable octopus\_local is of app type octopus\_s

2021-03-17 13:48:36,412|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - Runnable simulation\_local is of app type simulation\_s

2021-03-17 13:48:36,412|INFO |Thread-34| com.aris.prov.acc.bl.commands.runnablemgmt.ConfigureExecutableCommand - New runnable order for node localhost: zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local<abs\_local<(octopus\_local, simulation\_local)

2021-03-17 13:48:36,420|INFO |Thread-34| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) ConfigureShellCommand{instanceId='simulation\_local', appType='simulation\_local', groupId='null', artifactId='null', version='null', configParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, enhancements=[], nodeName='localhost', checkOnly=false, forced=false}: OK

2021-03-17 13:48:40,392|INFO |main| IShield - sz\_stdout : Successfully configured runnable simulation\_local on node localhost.

2021-03-17 13:48:40,397|INFO |main| IShield - ###### START ####IDS\_Get\_Used\_Runnables######

2021-03-17 13:48:40,398|INFO |main| IShield - # command :list

2021-03-17 13:48:40,398|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:40,399|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 13:48:40,410|INFO |Thread-35| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-17 13:48:40,411|DEBUG|Thread-35| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134718\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134740\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134745\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134751\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134806\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134828\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134834\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:48:44,391|INFO |main| IShield - # sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-17 13:48:44,398|INFO |main| IShield - # ###### END ####IDS\_Get\_Used\_Runnables######

2021-03-17 13:48:44,402|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-17 13:48:44,402|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:44,405|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war

2021-03-17 13:48:46,917|INFO |Thread-36| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier de type war: OK

2021-03-17 13:48:46,917|DEBUG|Thread-36| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:48:50,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:48:50,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-17 13:48:50,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:50,395|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war

2021-03-17 13:48:52,507|INFO |Thread-37| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier en type war: OK

2021-03-17 13:48:52,507|DEBUG|Thread-37| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:48:56,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:48:56,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-17 13:48:56,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:48:56,395|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war

2021-03-17 13:48:56,911|INFO |Thread-38| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier fr type war: OK

2021-03-17 13:48:56,911|DEBUG|Thread-38| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:00,392|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:00,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-17 13:49:00,395|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:00,396|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war

2021-03-17 13:49:00,680|INFO |Thread-39| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier es type war: OK

2021-03-17 13:49:00,680|DEBUG|Thread-39| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:04,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:04,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-17 13:49:04,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:04,395|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war

2021-03-17 13:49:04,888|INFO |Thread-40| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ja type war: OK

2021-03-17 13:49:04,888|DEBUG|Thread-40| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:08,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:08,392|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-17 13:49:08,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:08,393|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war

2021-03-17 13:49:08,723|INFO |Thread-41| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier pt type war: OK

2021-03-17 13:49:08,723|DEBUG|Thread-41| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:12,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:12,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-17 13:49:12,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:12,395|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war

2021-03-17 13:49:12,718|INFO |Thread-42| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier ru type war: OK

2021-03-17 13:49:12,719|DEBUG|Thread-42| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:16,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:16,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-17 13:49:16,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:16,395|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war

2021-03-17 13:49:16,736|INFO |Thread-43| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier zh type war: OK

2021-03-17 13:49:16,736|DEBUG|Thread-43| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:20,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:20,392|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-17 13:49:20,393|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:20,393|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war

2021-03-17 13:49:20,756|INFO |Thread-44| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect 98.11.0 classifier nl type war: OK

2021-03-17 13:49:20,756|DEBUG|Thread-44| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:24,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:24,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-17 13:49:24,393|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:24,394|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war

2021-03-17 13:49:24,675|INFO |Thread-45| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-scripthelp 98.11.0 type war: OK

2021-03-17 13:49:24,675|DEBUG|Thread-45| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:28,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-scripthelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:28,392|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-17 13:49:28,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:28,394|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war

2021-03-17 13:49:28,523|INFO |Thread-46| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 type war: OK

2021-03-17 13:49:28,523|DEBUG|Thread-46| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:32,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:32,392|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-17 13:49:32,393|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:32,394|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war

2021-03-17 13:49:32,548|INFO |Thread-47| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier de type war: OK

2021-03-17 13:49:32,548|DEBUG|Thread-47| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:36,392|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:36,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-17 13:49:36,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:36,395|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war

2021-03-17 13:49:36,534|INFO |Thread-48| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier en type war: OK

2021-03-17 13:49:36,535|DEBUG|Thread-48| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:40,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:40,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-17 13:49:40,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:40,395|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war

2021-03-17 13:49:40,537|INFO |Thread-49| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier es type war: OK

2021-03-17 13:49:40,537|DEBUG|Thread-49| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:44,392|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:44,394|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-17 13:49:44,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:44,395|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war

2021-03-17 13:49:44,535|INFO |Thread-50| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier fr type war: OK

2021-03-17 13:49:44,535|DEBUG|Thread-50| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:48,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:48,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-17 13:49:48,393|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:48,394|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war

2021-03-17 13:49:48,555|INFO |Thread-51| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ja type war: OK

2021-03-17 13:49:48,555|DEBUG|Thread-51| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:52,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:52,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-17 13:49:52,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:52,395|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war

2021-03-17 13:49:52,534|INFO |Thread-52| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier pt type war: OK

2021-03-17 13:49:52,534|DEBUG|Thread-52| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:49:56,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:49:56,392|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-17 13:49:56,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:49:56,393|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war

2021-03-17 13:49:56,536|INFO |Thread-53| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier ru type war: OK

2021-03-17 13:49:56,536|DEBUG|Thread-53| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:50:00,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:50:00,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-17 13:50:00,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:00,394|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war

2021-03-17 13:50:00,556|INFO |Thread-54| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier zh type war: OK

2021-03-17 13:50:00,556|DEBUG|Thread-54| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:50:04,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:50:04,393|INFO |main| IShield - command :enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-17 13:50:04,394|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:04,394|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war

2021-03-17 13:50:04,534|INFO |Thread-55| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with help com.aris.documentation.architect-methodhelp 98.11.0 classifier nl type war: OK

2021-03-17 13:50:04,534|DEBUG|Thread-55| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:50:08,392|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.architect-methodhelp-98.11.0 {} for instance abs\_local.

2021-03-17 13:50:08,395|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-17 13:50:08,395|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:08,396|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war

2021-03-17 13:50:08,619|INFO |Thread-56| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.administration 98.11.0 type war: OK

2021-03-17 13:50:08,619|DEBUG|Thread-56| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:50:12,390|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.administration-98.11.0 {} for instance umcadmin\_local.

2021-03-17 13:50:12,392|INFO |main| IShield - command :enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-17 13:50:12,392|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:12,393|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war

2021-03-17 13:50:20,907|INFO |Thread-57| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with help com.aris.documentation.administration.tm 98.11.0 type war: OK

2021-03-17 13:50:20,907|DEBUG|Thread-57| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,391|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement help com.aris.documentation.administration.tm-98.11.0 {} for instance umcadmin\_local.admin\_local.

2021-03-17 13:50:24,497|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}

2021-03-17 13:50:24,549|INFO |main| IShield - command :list

2021-03-17 13:50:24,551|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_s com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="48m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,552|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_s as AppType zoo\_s: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_m com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,552|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_m as AppType zoo\_m: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_l com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote.port="9650" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,552|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_l as AppType zoo\_l: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type zoo\_local com.aris.runnables.zookeeper-run-prod 98.11.0 defaults JAVA-Xmx="72m" JAVA\_OPTS="-server" !minSessionTimeout=6000 !maxSessionTimeout=60000 !tickTime=3000 !maxClientCnxns=50 !plugin.ping.disable.level1check = true !quorumListenOnAllIPs = true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,552|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type zoo\_local as AppType zoo\_local: com.aris.runnables.zookeeper-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:50:24,552|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_s com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:50:24,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_s as AppType couchdb\_s: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_m com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:50:24,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_m as AppType couchdb\_m: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_l com.aris.runnables.couchdb-run-prod 98.11.0: OK

2021-03-17 13:50:24,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_l as AppType couchdb\_l: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1"

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type couchdb\_local com.aris.runnables.couchdb-run-prod 98.11.0 defaults zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 13:50:24,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type couchdb\_local as AppType couchdb\_local: com.aris.runnables.couchdb-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,553|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_s com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="192m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,553|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_s as AppType elastic\_s: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_m com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,554|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_m as AppType elastic\_m: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_l com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="1g" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9676" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~zookeeper.session.timeout.ms="30000" ~plugin.ping.interval.msec=3000 ~plugin.max.retries.after.runnable.up=30 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,554|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_l as AppType elastic\_l: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type elastic\_local com.aris.runnables.elasticsearch-run-prod 98.11.0 defaults JAVA-Xmx="256m" JAVA\_OPTS="-server" JAVA-Xss="256k" "JAVA-XX\\:\\+UseParNewGC"="/enabled" "JAVA-XX\\:\\+UseConcMarkSweepGC"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9696" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:CMSInitiatingOccupancyFraction"="75" "JAVA-XX\\:\\+UseCMSInitiatingOccupancyOnly"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~ELASTICSEARCH.node.local=true ~ELASTICSEARCH.discovery.zen.ping.multicast.enabled=false ~ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=false ~ELASTICSEARCH.index.number\_of\_replicas=0 ~ELASTICSEARCH.index.number\_of\_shards=3 ~ELASTICSEARCH.discovery.type="com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule" ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=false ~ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=false ~ELASTICSEARCH.http.compression=true ~ELASTICSEARCH.transport.tcp.compress=true ~ELASTICSEARCH.network.host="127.0.0.1" ELASTICSEARCH.http.port="19996" ~zookeeper.application.instance.host="127.0.0.1" ~plugin.ping.interval.msec=5000 ~plugin.max.retries.after.runnable.up=18 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,554|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type elastic\_local as AppType elastic\_local: com.aris.runnables.elasticsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,554|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_s com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,555|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_s as AppType umcadmin\_s: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,555|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,555|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_m com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="256m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,555|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_m as AppType umcadmin\_m: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,555|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,555|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_l com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9702,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9602" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,555|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_l as AppType umcadmin\_l: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,555|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true

2021-03-17 13:50:24,555|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type umcadmin\_local com.aris.umcadmin.y-umcadmin-run-prod 98.11.0 defaults JAVA-Xmx="128m" ~httpNumWorkerThreads=25 ~ajpNumWorkerThreads=25 CATALINA\_PORT=10083 CATALINA\_AJP\_PORT=11083 JAVA\_OPTS="-server" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9622" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~umcOnly=true: OK

2021-03-17 13:50:24,555|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type umcadmin\_local as AppType umcadmin\_local: com.aris.umcadmin.y-umcadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_s com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="192m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,556|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_s as AppType adsadmin\_s: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_m com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,556|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_m as AppType adsadmin\_m: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_l com.aris.adsadmin.y-adsadmin-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10080 CATALINA\_AJP\_PORT=11080 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9703,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9603" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,556|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_l as AppType adsadmin\_l: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type adsadmin\_local com.aris.adsadmin.y-adsadmin-run-prod 98.11.0: OK

2021-03-17 13:50:24,556|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type adsadmin\_local as AppType adsadmin\_local: com.aris.adsadmin.y-adsadmin-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,556|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_s com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~JAVA-Xss="2m"~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,556|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_s as AppType octopus\_s: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_m com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_m as AppType octopus\_m: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_l com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="2048m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9705,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9605" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_l as AppType octopus\_l: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled"

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type octopus\_local com.aris.octopus.y-octopus\_server-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10092 CATALINA\_AJP\_PORT=11092 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9625" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=octopus !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled": OK

2021-03-17 13:50:24,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type octopus\_local as AppType octopus\_local: com.aris.octopus.y-octopus\_server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,557|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_s com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="768m" ~JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,557|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_s as AppType apg\_s: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_m com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,558|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_m as AppType apg\_m: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_l com.aris.age.age-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10086 CATALINA\_AJP\_PORT=11086 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9706,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9606" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" !zookeeper.connect.retry.time.ms="60000" !zookeeper.connect.retry.break.ms="1000" !zookeeper.connect.retry.break.max.ms="5000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,558|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_l as AppType apg\_l: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apg\_local com.aris.age.age-run-prod 98.11.0

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apg\_local com.aris.age.age-run-prod 98.11.0: OK

2021-03-17 13:50:24,558|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apg\_local as AppType apg\_local: com.aris.age.age-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_s com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="512m" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="125M" amz.cache.top.maxheap="100M" amz.cache.debug.maxheap="25M" calculation.threadpool.coresize="4" calculation.threadpool.maxsize="4" httpNumWorkerThreads=50 ajpNumWorkerThreads=50: OK

2021-03-17 13:50:24,558|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_s as AppType mashzone\_s: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12"

2021-03-17 13:50:24,558|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_m com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="7g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="1G" amz.cache.top.maxheap="800M" amz.cache.debug.maxheap="200M" calculation.threadpool.coresize="8" calculation.threadpool.maxsize="12": OK

2021-03-17 13:50:24,558|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_m as AppType mashzone\_m: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24"

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_l com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults "JAVA-XX\\:MaxPermSize"="200m" JAVA-Xmx="15g" JAVA-Xss="3m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9607" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9707,server=y,suspend=n" CATALINA\_PORT=10081 CATALINA\_AJP\_PORT=11081 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=amz zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" amz.cache.base.maxheap="2G" amz.cache.top.maxheap="1600M" amz.cache.debug.maxheap="400M" calculation.threadpool.coresize="16" calculation.threadpool.maxsize="24": OK

2021-03-17 13:50:24,559|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_l as AppType mashzone\_l: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type mashzone\_local com.aris.mashzone.mashzone-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 13:50:24,559|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type mashzone\_local as AppType mashzone\_local: com.aris.mashzone.mashzone-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_s com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="128m" JAVA-Xmx="128m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\NewSize"="80m" "JAVA-XX\\:\\MaxNewSize"="80m" "JAVA-XX\\:\\SurvivorRatio"="18" "JAVA-XX\\:\\+UseParallelOldGC"="/enabled" "JAVA-XX\\:\\-UseAdaptiveSizePolicy"="/disabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=20 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:50:24,559|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_s as AppType copernicus\_s: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_m com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="256m" JAVA-Xmx="256m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=100 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:50:24,559|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_m as AppType copernicus\_m: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize"

2021-03-17 13:50:24,559|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_l com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0 defaults JAVA-Xms="512m" JAVA-Xmx="512m" ~JAVA-Xss="256k" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10091 CATALINA\_AJP\_PORT=11091 JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9708,server=y,suspend=n" "JAVA-XX\\:\\+UseG1GC"="/enabled" ~"JAVA-XX\\:\\+UseStringDeduplication"="/enabled" "JAVA-XX\\:InitiatingHeapOccupancyPercent"="75" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9608" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 ~connector.http.executor.maxQueueSize=200 zookeeper.bundle.type=cop !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" -"JAVA-XX\\:ReservedCodeCacheSize": OK

2021-03-17 13:50:24,559|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_l as AppType copernicus\_l: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type copernicus\_local com.aris.copernicus.copernicus-portal-server-run-prod 98.11.0: OK

2021-03-17 13:50:24,560|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type copernicus\_local as AppType copernicus\_local: com.aris.copernicus.copernicus-portal-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_s com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="512M" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=25 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,560|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_s as AppType ecp\_s: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_m com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1G" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=50 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,560|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_m as AppType ecp\_m: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_l com.aris.runnables.ecp-run-prod 98.11.0 defaults JAVA-Xmx="1536M" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10090 CATALINA\_AJP\_PORT=11090 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD ~ecp.cxnpool.default.maxActive=100 -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,560|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_l as AppType ecp\_l: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecp\_local com.aris.runnables.ecp-run-prod 98.11.0: OK

2021-03-17 13:50:24,560|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecp\_local as AppType ecp\_local: com.aris.runnables.ecp-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,560|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_s com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:50:24,561|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_s as AppType loadbalancer\_s: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_m com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:50:24,561|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_m as AppType loadbalancer\_m: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_l com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:50:24,561|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_l as AppType loadbalancer\_l: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}"

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type loadbalancer\_local com.aris.runnables.httpd.httpd-run-prod 98.11.0 defaults appcontext.abs=abs appcontext.cop="/" appcontext.ecp=collaboration HTTPD.modjk.stickySessions.abs=true HTTPD.modjk.stickySessions.ads=true HTTPD.modjk.stickySessions.umc=true HTTPD.modjk.stickySessions.processboard=true HTTPD.modjk.stickySessions.processadmin=true HTTPD.modjk.stickySessions.ecp=true HTTPD.modjk.stickySessions.dashboarding=true HTTPD.modjk.stickySessions.simulation=true HTTPD.access.root=granted HTTPD.modjk.exclude.cop=apidocs HTTPD.EnforceHTTPS=false ~HTTPD.keepalive=on ~HTTPD.LimitRequestFieldSize=32768 ~HTTPD.modjk.max\_packet\_size=32768 ~HTTPD.header.X-FRAME-OPTIONS=ALLOWALL ~plugin.mod\_proxy.app.universal-messaging.enabled=true ~plugin.mod\_proxy.app.universal-messaging.directive.common.ProxyPass = "${appServerUrl}": OK

2021-03-17 13:50:24,561|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type loadbalancer\_local as AppType loadbalancer\_local: com.aris.runnables.httpd.httpd-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_s com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,561|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_s as AppType postgresECP\_s: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,561|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_m com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,561|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_m as AppType postgresECP\_m: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_l com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,562|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_l as AppType postgresECP\_l: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgresECP\_local com.aris.runnables.PostgreSQLECP-run-prod 98.11.0 defaults ~postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 postgresql.apptype=POSTGRESQL\_ECP postgresql.username=eurekastreams postgresql.password=eurekastreams postgresql.dbname=eurekastreams postgresql.port=5432 ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,562|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgresECP\_local as AppType postgresECP\_local: com.aris.runnables.PostgreSQLECP-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_s com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,562|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_s as AppType postgres\_s: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_m com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,562|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_m as AppType postgres\_m: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,562|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_l com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,563|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_l as AppType postgres\_l: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type postgres\_local com.aris.runnables.PostgreSQL-run-prod 98.11.0 defaults postgresql.max\_connections=200 plugin.ping.interval.msec=30000 plugin.max.retries.after.restart=1 dbsp.maxIdle=5 dbsp.minIdle=0 dbsp.initialSize=0 dbsp.removeAbandonedTimeout=600 dbsp.jmxEnabled=true dbsp.rollbackOnReturn=true ~zookeeper.application.instance.host="127.0.0.1" ~plugin.health.monitoring.value.activeDbConnectionsPercent.high.threshold=90 ~plugin.health.monitoring.value.activeDbConnectionsPercent.number.of.intervals.warning.threshold=30: OK

2021-03-17 13:50:24,563|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type postgres\_local as AppType postgres\_local: com.aris.runnables.PostgreSQL-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_s com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,563|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_s as AppType cloudsearch\_s: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_m com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,563|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_m as AppType cloudsearch\_m: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_l com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="4g" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9701,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9601" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.datacenter="az\_defaultZone" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,563|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_l as AppType cloudsearch\_l: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,563|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type cloudsearch\_local com.aris.cip.y-cloudsearch-run-prod 98.11.0 defaults JAVA-Xmx="512m" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9621" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" "JAVA-XX\\:\\+HeapDumpOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~zookeeper.application.instance.host="127.0.0.1" ~zookeeper.session.timeout.ms="60000" ~zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,563|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type cloudsearch\_local as AppType cloudsearch\_local: com.aris.cip.y-cloudsearch-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_s com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,564|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_s as AppType abs\_s: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_m com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="6g" JAVA-Xss="2m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,564|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_m as AppType abs\_m: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_l com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="12g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10054 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,564|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_l as AppType abs\_l: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,564|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type abs\_local com.aris.modeling.components.y-server-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="1m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 ~ActiveMQPort=10074 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9624" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=abs zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ~zookeeper.application.instance.host="127.0.0.1" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,564|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type abs\_local as AppType abs\_local: com.aris.modeling.components.y-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_s com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="1152m" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,565|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_s as AppType hds\_s: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_m com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,565|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_m as AppType hds\_m: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_l com.aris.modeling.components.y-hdserver-run-prod 98.11.0 defaults JAVA-Xmx="16g" JAVA-Xss="2m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10094 CATALINA\_AJP\_PORT=11094 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9716,server=y,suspend=n" ~JAVA-Dabs.spring.allow.optionalBeans=true JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9616" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~"JAVA-XX\\:ReservedCodeCacheSize"="256m" ~"JAVA-XX\\:+UseCodeCacheFlushing"="/enabled" ~"JAVA-XX\\:-OmitStackTraceInFastThrow"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=report zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize" ~plugin.health.monitoring.value.cpuLoad.high.threshold=90 ~plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=60 ~plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=90 ~plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=threadDump: OK

2021-03-17 13:50:24,565|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_l as AppType hds\_l: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type hds\_local com.aris.modeling.components.y-hdserver-run-prod 98.11.0: OK

2021-03-17 13:50:24,565|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type hds\_local as AppType hds\_local: com.aris.modeling.components.y-hdserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,565|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_s com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,565|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_s as AppType ppm\_core\_s: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_m com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_m as AppType ppm\_core\_m: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_l com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_l as AppType ppm\_core\_l: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_core\_local com.aris.ppm.runnables.ppm-core-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_core\_local as AppType ppm\_core\_local: com.aris.ppm.runnables.ppm-core-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m"

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_s com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="256m": OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_s as AppType ppm\_web\_s: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m"

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_m com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="512m": OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_m as AppType ppm\_web\_m: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m"

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_l com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT defaults JAVA-Xmx="1024m": OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_l as AppType ppm\_web\_l: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_web\_local com.aris.ppm.runnables.ppm-web-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_web\_local as AppType ppm\_web\_local: com.aris.ppm.runnables.ppm-web-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,566|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_s com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,566|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_s as AppType ppm\_default\_s: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_m com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_m as AppType ppm\_default\_m: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_l com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_l as AppType ppm\_default\_l: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ppm\_default\_local com.aris.ppm.runnables.ppm-client-run-prod 98.0.0-develop-98integration-SNAPSHOT: OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ppm\_default\_local as AppType ppm\_default\_local: com.aris.ppm.runnables.ppm-client-run-prod-98.0.0-develop-98integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_s com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="512m" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_s as AppType rtbs\_s: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_m com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="1g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_m as AppType rtbs\_m: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_l com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT defaults JAVA-Xmx="2g" JAVA-Xss="3m" "JAVA-XX\\:MaxPermSize"="200m" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9613" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-Xrunjdwp:transport=dt\_socket,address=9713,server=y,suspend=n" CATALINA\_PORT=10084 CATALINA\_AJP\_PORT=11084 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_l as AppType rtbs\_l: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT

2021-03-17 13:50:24,567|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type rtbs\_local com.aris.mashzone.amz-rtbs-run-prod 98.0.0-Develop-98Integration-SNAPSHOT: OK

2021-03-17 13:50:24,567|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type rtbs\_local as AppType rtbs\_local: com.aris.mashzone.amz-rtbs-run-prod-98.0.0-Develop-98Integration-SNAPSHOT., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_s com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="1024m" JAVA-Xss="2m" bp.derby.mem="256" httpNumWorkerThreads=50 ajpNumWorkerThreads=50 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_s as AppType businesspublisher\_s: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_m com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="3g" JAVA-Xss="2m" bp.derby.mem="512" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_m as AppType businesspublisher\_m: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_l com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0 defaults JAVA-Xmx="8g" JAVA-Xss="2m" bp.derby.mem="1024" httpNumWorkerThreads=400 ajpNumWorkerThreads=400 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9610" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9710,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=19990 CATALINA\_AJP\_PORT=19993 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_l as AppType businesspublisher\_l: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type businesspublisher\_local com.aris.modeling.components.businesspublisher.y-bp-server-run-prod 98.11.0: OK

2021-03-17 13:50:24,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type businesspublisher\_local as AppType businesspublisher\_local: com.aris.modeling.components.businesspublisher.y-bp-server-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_s com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="512m" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,568|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_s as AppType simulation\_s: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,568|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_m com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,569|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_m as AppType simulation\_m: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_l com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="1024m" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9711,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9611" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,569|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_l as AppType simulation\_l: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1"

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type simulation\_local com.aris.modeling.components.simulationserver.y-simuserver-run-prod 98.11.0 defaults JAVA-Xmx="384m" ~httpNumWorkerThreads=10 ~ajpNumWorkerThreads=10 ~connector.http.executor.minSpareThreads=2 CATALINA\_PORT=10088 CATALINA\_AJP\_PORT=11088 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9631" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~CATALINA\_AJP\_packetSize=32768 ~CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=simulation zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" zookeeper.application.instance.host="127.0.0.1": OK

2021-03-17 13:50:24,569|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type simulation\_local as AppType simulation\_local: com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_s com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=25 ajpNumWorkerThreads=25 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="2g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="256m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:50:24,569|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_s as AppType arcm\_s: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_m com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=50 ajpNumWorkerThreads=50 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="4g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:50:24,569|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_m as AppType arcm\_m: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_l com.aris.arcm.arcm-run-prod 98.11.0 defaults httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10097 CATALINA\_AJP\_PORT=11097 JAVA-Xmx="8g" JAVA-Xss="2m" "JAVA-XX\\:MaxPermSize"="512m" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9614" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9714,server=y,suspend=n" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768: OK

2021-03-17 13:50:24,569|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_l as AppType arcm\_l: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,569|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type arcm\_local com.aris.arcm.arcm-run-prod 98.11.0: OK

2021-03-17 13:50:24,570|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type arcm\_local as AppType arcm\_local: com.aris.arcm.arcm-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_s com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,570|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_s as AppType ecpbundle\_s: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_m com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,570|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_m as AppType ecpbundle\_m: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_l com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,570|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_l as AppType ecpbundle\_l: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,570|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type ecpbundle\_local com.aris.bundles.ecpbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9609" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9709,server=y,suspend=n" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_PORT=8080 CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="10000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=BLUEBIRD\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,570|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type ecpbundle\_local as AppType ecpbundle\_local: com.aris.bundles.ecpbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_s com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,571|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_s as AppType apiportalbundle\_s: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_m com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,571|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_m as AppType apiportalbundle\_m: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_l com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,571|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_l as AppType apiportalbundle\_l: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize"

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type apiportalbundle\_local com.aris.bundles.apiportalbundle-run-prod 98.11.0 defaults JAVA-Xmx="4G" httpNumWorkerThreads=100 ajpNumWorkerThreads=100 CATALINA\_PORT=10082 CATALINA\_AJP\_PORT=11082 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9704,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9604" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" CATALINA\_AJP\_packetSize=32768 CATALINA\_HTTP\_maxHttpHeaderSize=32768 zookeeper.bundle.type=ecp zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000" ecp.env.platform.name=WEB\_METHODS\_API\_PORTAL\_RL -"JAVA-XX\\:MaxPermSize": OK

2021-03-17 13:50:24,571|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type apiportalbundle\_local as AppType apiportalbundle\_local: com.aris.bundles.apiportalbundle-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,571|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_s com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="1g" ~httpNumWorkerThreads=50 ~ajpNumWorkerThreads=50 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_s as AppType dashboarding\_s: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_m com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="4g" ~httpNumWorkerThreads=100 ~ajpNumWorkerThreads=100 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_m as AppType dashboarding\_m: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000"

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_l com.aris.dashboarding.dashboarding-run-prod 98.11.0 defaults JAVA-Xmx="8G" ~httpNumWorkerThreads=400 ~ajpNumWorkerThreads=400 connector.http.port=10099 connector.ajp.port=11099 um.port=9899 um.ssl.port=9499 JAVA\_OPTS="-server -Xrunjdwp:transport=dt\_socket,address=9799,server=y,suspend=n" JAVA-Dcom.sun.management.jmxremote="/enabled" JAVA-Dcom.sun.management.jmxremote.port="9699" JAVA-Dcom.sun.management.jmxremote.authenticate="false" JAVA-Dcom.sun.management.jmxremote.ssl="false" ~"JAVA-XX\\:+ExitOnOutOfMemoryError"="/enabled" ~connector.ajp.packetSize=32768 ~connector.http.maxHttpHeaderSize=32768 !zookeeper.session.timeout.ms="60000" zookeeper.connect.retry.time.ms="30000": OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_l as AppType dashboarding\_l: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command register app type dashboarding\_local com.aris.dashboarding.dashboarding-run-prod 98.11.0: OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Registered application type dashboarding\_local as AppType dashboarding\_local: com.aris.dashboarding.dashboarding-run-prod-98.11.0., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s"

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc app.type.order="zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s": OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter app.type.order to zoo\_s < (couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s) < cloudsearch\_s < (ecpbundle\_s, apiportalbundle\_s) < umcadmin\_s < adsadmin\_s < hds\_s < rtbs\_s < (abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s) < apg\_s < (octopus\_s, simulation\_s, businesspublisher\_s) < loadbalancer\_s., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc zkmgr.zookeeper.app.type=zoo\_m

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc zkmgr.zookeeper.app.type=zoo\_m: OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter zkmgr.zookeeper.app.type to zoo\_m., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command set acc http.connection.timeout.msec=38000000

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command set acc http.connection.timeout.msec=38000000: OK

2021-03-17 13:50:24,572|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully set ACC configuration parameter http.connection.timeout.msec to 38000000., error=null, errors=[], warnings=[]}

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.acc.AccBl - Starting HTTP server on port 31378

2021-03-17 13:50:24,572|INFO |main| com.aris.prov.http.server.HttpServer - SSL DISabled!

2021-03-17 13:50:24,574|INFO |main| org.eclipse.jetty.server.Server - jetty-8.1.3.v20120416

2021-03-17 13:50:24,577|INFO |main| org.eclipse.jetty.server.AbstractConnector - Started SelectChannelConnector@0.0.0.0:31378

2021-03-17 13:50:24,577|INFO |main| com.aris.prov.acc.AccBl - Temporary directory: C:\Users\BBOYAD~1\AppData\Local\Temp\\.acctemp

2021-03-17 13:50:24,577|INFO |main| com.aris.prov.common.util.FileUtil - Lock directory C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock exists, contains 1 lock files, checking if these files are still alive.

2021-03-17 13:50:24,578|INFO |main| com.aris.prov.common.util.FileUtil - Unable to obtain lock for file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.-OvOH9jQq3wL4AP6njnkIw, this indicates that another instance is actively using the same directory, not deleting temp dir C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp

2021-03-17 13:50:24,578|DEBUG|main| com.aris.prov.common.util.FileUtil - Creating lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.COMGbhQ2TemynaVg5eX3Vw

2021-03-17 13:50:24,578|INFO |main| com.aris.prov.common.util.FileUtil - lock file C:\Users\BBOYAD~1\AppData\Local\Temp\.acctemp\.lock\acc.31378.lock.COMGbhQ2TemynaVg5eX3Vw created

2021-03-17 13:50:29,356|INFO |main| com.aris.prov.acc.AccBl - HTTP active at http://BG-PF19F8CB:31378

2021-03-17 13:50:29,356|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command add node localhost localhost:14001 null \*\*\*\*\*

2021-03-17 13:50:29,486|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*]: Found Zookeeper instance: com.aris.runnables.zookeeper-run-prod-98.11.0

2021-03-17 13:50:29,486|WARN |main| com.aris.prov.zkmgr.ZookeeperInstanceFactory - Node localhost: No MYID specified for instance zoo\_local, not a proper ensemble participant. Instance is invalid.

2021-03-17 13:50:29,488|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is registered with a loopback address, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-17 13:50:29,488|INFO |main| com.aris.prov.zkmgr.ZookeeperManagerImpl - The node Node [nodeName=localhost, agentPort=14001, ipOrHostname=localhost, useSSL=false, inetAddress=localhost/127.0.0.1, username=null, password=\*\*\*\*\*] is not an ensemble member, cannot set the zookeeper.connect.string on the node(s) localhost

2021-03-17 13:50:29,498|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command add node localhost localhost:14001 null \*\*\*\*\* : OK

2021-03-17 13:50:29,498|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=NodeInfoDTO{nodeName='localhost', ipOrHostName='localhost', resolvedIpOrHostname='localhost/127.0.0.1', port=14001, isReachable=true, unreachableBecauseOfAuthError=false, nodeResourceMonitoringInfo=null}, error=null, errors=[], warnings=[]}

2021-03-17 13:50:29,498|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc -

2021-03-17 13:50:29,498|WARN |main| com.aris.prov.macc.HeadlessCloudController -

2021-03-17 13:50:29,499|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Executing command list

2021-03-17 13:50:29,511|INFO |Thread-66| com.aris.prov.macc.HeadlessCloudController - Result of execution of command list: OK

2021-03-17 13:50:29,514|DEBUG|Thread-66| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result={zoo\_local=RunnableInformation{id='zoo\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.ping.disable.level1check=[true], maxSessionTimeout=[60000], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], JAVA-Dcom.sun.management.jmxremote.ssl=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[60000], clientPort=[14051], quorumListenOnAllIPs=[true], minSessionTimeout=[6000], maxClientCnxns=[50]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='zookeeper-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_zoo\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134718\_zookeeper-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/zookeeper-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ZOOKEEPER], appTypeParams={plugin.ping.disable.level1check=[true], JAVA-Dcom.sun.management.jmxremote.ssl=[false], maxSessionTimeout=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], tickTime=[3000], quorumListenOnAllIPs=[true], JAVA\_OPTS=[-server], minSessionTimeout=[6000], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[72m], maxClientCnxns=[50]}, explicitConfigureParams={tickTime=[60000], clientPort=[14051]}, appTypeName='zoo\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ZOOKEEPER], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, cloudsearch\_local=RunnableInformation{id='cloudsearch\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], zookeeper.application.instance.port=[14049], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.cip', artifactId='y-cloudsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_cloudsearch\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134740\_y-cloudsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/cip/y-cloudsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[RS], appTypeParams={JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.application.instance.host=[127.0.0.1], zookeeper.session.timeout.ms=[60000], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.connect.retry.time.ms=[30000], JAVA-Dcom.sun.management.jmxremote.port=[9621], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9721,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], JAVA-Xmx=[512m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], zookeeper.application.instance.port=[14049], CATALINA\_AJP\_PORT=[-1]}, appTypeName='cloudsearch\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[RS], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, elastic\_local=RunnableInformation{id='elastic\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={ELASTICSEARCH.http.port=[14048], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], zookeeper.connect.string=[localhost:14051], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.runnables', artifactId='elasticsearch-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_elastic\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134745\_elasticsearch-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/runnables/elasticsearch-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[ELASTICSEARCH], appTypeParams={ELASTICSEARCH.http.port=[19996], plugin.ping.interval.msec=[5000], ELASTICSEARCH.node.local=[true], JAVA\_OPTS=[-server], ELASTICSEARCH.index.number\_of\_shards=[3], ELASTICSEARCH.discovery.zen.ping.multicast.enabled=[false], JAVA-Dcom.sun.management.jmxremote.ssl=[false], ELASTICSEARCH.transport.tcp.compress=[true], plugin.max.retries.after.runnable.up=[18], ELASTICSEARCH.sonian.elasticsearch.zookeeper.discovery.state\_publishing.enabled=[false], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-XX\:\+UseConcMarkSweepGC=[/enabled], JAVA-XX\:\+UseCMSInitiatingOccupancyOnly=[/enabled], ELASTICSEARCH.index.number\_of\_replicas=[0], ELASTICSEARCH.http.compression=[true], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[256m], JAVA-XX\:CMSInitiatingOccupancyFraction=[75], zookeeper.application.instance.host=[127.0.0.1], ELASTICSEARCH.discovery.type=[com.sonian.elasticsearch.zookeeper.discovery.ZooKeeperDiscoveryModule], JAVA-XX\:\+UseParNewGC=[/enabled], ELASTICSEARCH.rest.action.multi.allow\_explicit\_index=[false], JAVA-Dcom.sun.management.jmxremote.port=[9696], ELASTICSEARCH.network.host=[127.0.0.1], ELASTICSEARCH.sonian.elasticsearch.zookeeper.settings.enabled=[false], JAVA-Xss=[256k], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={ELASTICSEARCH.cluster.name=[BG-PF19F8CB-LOCAL], ELASTICSEARCH.http.port=[14048], zookeeper.connect.string=[localhost:14051], ELASTICSEARCH.node.name=[BG-PF19F8CB-LOCAL], CATALINA\_AJP\_PORT=[-1], ELASTICSEARCH.transport.tcp.port=[20100-20150]}, appTypeName='elastic\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ELASTICSEARCH], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, umcadmin\_local=RunnableInformation{id='umcadmin\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={umcOnly=[true], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14103], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.umcadmin', artifactId='y-umcadmin-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_umcadmin\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134751\_y-umcadmin-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/umcadmin/y-umcadmin-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='tm', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\tm\98.11.0\tm-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation.administration', artifactId='administration', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\administration\administration\98.11.0\administration-98.11.0.war'}], containedAppTypes=[ACC, TM, UMC], appTypeParams={umcOnly=[true], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[25], JAVA\_OPTS=[-server], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10083], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[128m], CATALINA\_AJP\_PORT=[11083], httpNumWorkerThreads=[25], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9622], JAVA-XX\:\+HeapDumpOnOutOfMemoryError=[/enabled]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14103], CATALINA\_AJP\_PORT=[-1]}, appTypeName='umcadmin\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ACC, TM, UMC], containedVisibleAppTypes=[], appTypeSpecificMetadata={ACC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@d655be31, UMC=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@a31aa0b3}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, abs\_local=RunnableInformation{id='abs\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.string=[localhost:14051], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components', artifactId='y-server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_abs\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134806\_y-server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/y-server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help20', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='nl', type='war', platform=Independent}} EnhancementInformation{enhancementId='help9', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-nl.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help18', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help19', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help2', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help12', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='de', type='war', platform=Independent}} EnhancementInformation{enhancementId='help1', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-de.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='en', type='war', platform=Independent}} EnhancementInformation{enhancementId='help13', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-en.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help4', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-scripthelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help10', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-scripthelp\98.11.0\architect-scripthelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help3', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-fr.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='null', type='war', platform=Independent}} EnhancementInformation{enhancementId='help11', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help6', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help16', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ja', type='war', platform=Independent}} EnhancementInformation{enhancementId='help5', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ja.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='pt', type='war', platform=Independent}} EnhancementInformation{enhancementId='help17', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-pt.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='zh', type='war', platform=Independent}} EnhancementInformation{enhancementId='help8', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-zh.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='es', type='war', platform=Independent}} EnhancementInformation{enhancementId='help14', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-es.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect', version='98.11.0', classifier='ru', type='war', platform=Independent}} EnhancementInformation{enhancementId='help7', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect\98.11.0\architect-98.11.0-ru.war'}, ArtifactEnhancementInformation{artifactInformation=ArtifactInformation{groupId='com.aris.documentation', artifactId='architect-methodhelp', version='98.11.0', classifier='fr', type='war', platform=Independent}} EnhancementInformation{enhancementId='help15', enhancementPoint='help', params={}, absolutePathToEnhancementFileLocationInRepo='C:\SoftwareAG\ARIS9.8\LOCALSERVER\bin\agentLocalRepo\com\aris\documentation\architect-methodhelp\98.11.0\architect-methodhelp-98.11.0-fr.war'}], containedAppTypes=[ABS], appTypeParams={plugin.health.monitoring.value.cpuLoad.high.threshold=[90], plugin.health.monitoring.value.cpuLoad.number.of.intervals.warning.threshold=[60], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold=[90], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9724,server=y,suspend=n], JAVA-XX\:ReservedCodeCacheSize=[256m], CATALINA\_PORT=[10082], CATALINA\_AJP\_PORT=[11082], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], connector.http.executor.minSpareThreads=[2], plugin.health.monitoring.value.tomcatHttpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold=[90], plugin.health.monitoring.value.tomcatAjpConnectorThreadPoolPercent.high.threshold.event.operations=[threadDump], zookeeper.connect.retry.time.ms=[30000], JAVA-XX\:+UseCodeCacheFlushing=[/enabled], ajpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], JAVA-Dcom.sun.management.jmxremote=[/enabled], plugin.health.monitoring.value.cpuLoad.high.threshold.event.operations=[threadDump], JAVA-Xmx=[1152m], ActiveMQPort=[10074], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], zookeeper.bundle.type=[abs], JAVA-Dcom.sun.management.jmxremote.port=[9624], JAVA-XX\:-OmitStackTraceInFastThrow=[/enabled], JAVA-Xss=[1m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14102], CATALINA\_AJP\_PORT=[-1]}, appTypeName='abs\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[ABS], containedVisibleAppTypes=[], appTypeSpecificMetadata={ABS=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@dd23e6d6}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, octopus\_local=RunnableInformation{id='octopus\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14105], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.octopus', artifactId='y-octopus\_server-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_octopus\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134828\_y-octopus\_server-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/octopus/y-octopus\_server-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[OCT, OCTOPUS], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9725,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10092], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[512m], CATALINA\_AJP\_PORT=[11092], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], zookeeper.bundle.type=[octopus], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], JAVA-Dcom.sun.management.jmxremote.port=[9625], JAVA-Xss=[2m]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14105], CATALINA\_AJP\_PORT=[-1]}, appTypeName='octopus\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[OCT, OCTOPUS], containedVisibleAppTypes=[OCTOPUS], appTypeSpecificMetadata={OCT=com.aris.prov.acc.dto.runnablemgmt.AppTypeSpecificMetadata@1}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}, simulation\_local=RunnableInformation{id='simulation\_local', runnableArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-run-prod', version='98.11.0', classifier='runnable', type='zip', platform=Independent}, params={connector.http.executor.minSpareThreads=[2], zookeeper.connect.string=[localhost:14051], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[14108], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[-1], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, pluginArtifactInfo=ArtifactInformation{groupId='com.aris.modeling.components.simulationserver', artifactId='y-simuserver-plugin', version='98.11.0', classifier='null', type='zip', platform=Independent}, loadPlugin=true, autostart=false, state=STOPPED, extendedState='null', desiredState=STOPPED, workingDirectory='work\work\_simulation\_local', unpackedBinaryDir='agentLocalRepo\.unpacked\20210317.134834\_y-simuserver-run-prod-98.11.0-runnable.zip', pluginBinaryDir='agentLocalRepo\com/aris/modeling/components/simulationserver/y-simuserver-plugin/98.11.0', lastStartupTime=null, averageStartupTime=null, startTimestamp=null, enhancements=[], containedAppTypes=[SIMULATION], appTypeParams={connector.http.executor.minSpareThreads=[2], zookeeper.connect.retry.time.ms=[30000], ajpNumWorkerThreads=[10], JAVA\_OPTS=[-server -Xrunjdwp:transport=dt\_socket,address=9731,server=y,suspend=n], JAVA-Dcom.sun.management.jmxremote.authenticate=[false], CATALINA\_PORT=[10088], JAVA-Dcom.sun.management.jmxremote=[/enabled], JAVA-Xmx=[384m], CATALINA\_AJP\_PORT=[11088], httpNumWorkerThreads=[10], JAVA-Dcom.sun.management.jmxremote.ssl=[false], zookeeper.session.timeout.ms=[60000], zookeeper.application.instance.host=[127.0.0.1], CATALINA\_HTTP\_maxHttpHeaderSize=[32768], CATALINA\_AJP\_packetSize=[32768], JAVA-XX\:+ExitOnOutOfMemoryError=[/enabled], zookeeper.bundle.type=[simulation], JAVA-Dcom.sun.management.jmxremote.port=[9631]}, explicitConfigureParams={zookeeper.connect.string=[localhost:14051], CATALINA\_PORT=[14108], CATALINA\_AJP\_PORT=[-1]}, appTypeName='simulation\_local', allReconfigureAddedParameters={}, allReconfigureDeletedParameters=[], metadata=RunnableMetadata{internalVersion='98.11.0.1273883', containedAppTypes=[SIMULATION], containedVisibleAppTypes=[], appTypeSpecificMetadata={}}, instanceNodeNamesByEAppType={}, appTypeSpecificInfo={}, usedPorts=[]}}, error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:50:33,501|INFO |main| IShield - sz\_stdout : On node localhost 7 runnables are installed. zoo\_local : [31mSTOPPED[0m (com.aris.runnables.zookeeper-run-prod-98.11.0) cloudsearch\_local : [31mSTOPPED[0m (com.aris.cip.y-cloudsearch-run-prod-98.11.0) elastic\_local : [31mSTOPPED[0m (com.aris.runnables.elasticsearch-run-prod-98.11.0) umcadmin\_local : [31mSTOPPED[0m (com.aris.umcadmin.y-umcadmin-run-prod-98.11.0) abs\_local : [31mSTOPPED[0m (com.aris.modeling.components.y-server-run-prod-98.11.0) octopus\_local : [31mSTOPPED[0m (com.aris.octopus.y-octopus\_server-run-prod-98.11.0) simulation\_local : [31mSTOPPED[0m (com.aris.modeling.components.simulationserver.y-simuserver-run-prod-98.11.0)

2021-03-17 13:50:33,502|INFO |main| com.aris.prov.macc.HeadlessCloudController - Executing command get agent.version

2021-03-17 13:50:33,511|INFO |main| com.aris.prov.macc.HeadlessCloudController - Result of execution of command get agent.version: OK

2021-03-17 13:50:33,511|DEBUG|main| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={localhost=CommandResult{result=[98.11.0.1273883], error=null, errors=[], warnings=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:50:33,514|INFO |main| IShield - command :enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-17 13:50:33,514|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:33,515|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Executing command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip

2021-03-17 13:50:34,254|INFO |Thread-67| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance abs\_local with autoimport com.aris.modeling.components.United\_Motor\_Group 98.11.0 type zip: OK

2021-03-17 13:50:34,254|DEBUG|Thread-67| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:50:37,517|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement autoimport com.aris.modeling.components.United\_Motor\_Group-98.11.0 {} for instance abs\_local.

2021-03-17 13:50:37,518|INFO |main| IShield - command : set local.repository.only=FALSE

2021-03-17 13:50:37,518|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:37,519|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=local.repository.only, values=[FALSE]]

2021-03-17 13:50:37,528|INFO |Thread-68| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=local.repository.only, values=[FALSE]]: OK

2021-03-17 13:50:41,516|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter local.repository.only to FALSE on node localhost

2021-03-17 13:50:50,796|INFO |main| IShield - command : startall to umcadmin\_local

2021-03-17 13:50:50,796|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:50:50,798|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Executing command startall to umcadmin\_local

2021-03-17 13:50:50,799|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand started

2021-03-17 13:50:50,806|WARN |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 13:50:50,807|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be started in the order zoo\_local<elastic\_local<cloudsearch\_local<umcadmin\_local.

2021-03-17 13:50:50,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting zoo\_local.

2021-03-17 13:50:50,809|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 0 on localhost: zoo\_local

2021-03-17 13:50:53,996|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 0 on node localhost to start: zoo\_local

2021-03-17 13:50:53,999|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:54,253|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:54,505|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:54,759|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:55,012|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:55,264|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:55,518|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:55,787|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:56,041|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:56,293|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:56,546|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:56,798|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:57,051|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:57,303|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:57,556|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:57,808|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:58,060|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:58,313|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:58,566|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:58,819|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:59,070|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:50:59,324|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 13:50:59,326|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 13:50:59,327|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable zoo\_local is started after a wait time of 8437ms.

2021-03-17 13:50:59,327|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable zoo\_local is started after a wait time of 8437ms.

2021-03-17 13:50:59,327|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting elastic\_local.

2021-03-17 13:50:59,327|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 1 on localhost: elastic\_local

2021-03-17 13:51:01,708|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to start: elastic\_local

2021-03-17 13:51:01,713|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:01,965|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:02,217|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:02,469|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:02,722|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:02,973|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:03,225|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:03,477|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:03,731|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:03,983|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:04,235|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:04,488|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:04,741|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:04,992|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:05,246|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:05,499|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:05,751|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:06,003|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:06,256|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:06,509|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:06,762|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:07,014|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:07,267|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:07,520|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:07,772|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:08,025|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:08,278|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:08,531|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:08,783|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:09,035|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:09,288|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:09,541|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 7750msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 13:51:09,543|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-17 13:51:09,543|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is started after a wait time of 10131ms.

2021-03-17 13:51:09,543|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is started after a wait time of 10131ms.

2021-03-17 13:51:09,546|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 13:51:09,546|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting cloudsearch\_local.

2021-03-17 13:51:09,546|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 2 on localhost: cloudsearch\_local

2021-03-17 13:51:11,938|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to start: cloudsearch\_local

2021-03-17 13:51:11,941|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:12,194|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:12,448|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:12,700|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:12,953|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:13,205|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:13,459|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:13,711|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:13,965|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:14,219|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:14,472|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:14,724|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:14,977|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:15,229|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:15,482|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:15,734|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:15,986|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:16,239|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:16,492|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:16,744|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:16,996|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:17,248|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 5250msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 13:51:17,250|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-17 13:51:17,250|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is started after a wait time of 7642ms.

2021-03-17 13:51:17,250|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is started after a wait time of 7642ms.

2021-03-17 13:51:17,251|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 13:51:17,253|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-17 13:51:17,253|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Starting umcadmin\_local.

2021-03-17 13:51:17,253|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Starting runnables of layer 3 on localhost: umcadmin\_local

2021-03-17 13:51:20,244|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to start: umcadmin\_local

2021-03-17 13:51:20,248|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:20,500|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:20,754|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:21,007|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:21,260|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:21,512|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:21,764|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:22,018|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:22,271|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:22,524|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:22,778|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:23,031|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:23,284|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:23,537|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:23,791|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:24,044|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 3750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:24,298|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:24,552|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:24,805|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:25,059|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 4750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:25,312|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:25,567|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:25,820|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:26,073|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 5750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:26,325|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:26,579|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:26,831|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:27,085|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 6750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:27,338|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:27,592|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:27,845|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:28,098|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 7750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:28,352|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:28,605|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:28,857|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:29,110|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 8750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:29,364|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9000msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:29,617|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9250msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:29,871|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9500msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:30,124|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 9750msec: Actual state: STARTING, desired states: [STARTED]

2021-03-17 13:51:30,376|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 10000msec: Actual state: STARTED, desired states: [STARTED]

2021-03-17 13:51:30,379|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STARTED.

2021-03-17 13:51:30,379|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is started after a wait time of 12991ms.

2021-03-17 13:51:30,379|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is started after a wait time of 12991ms.

2021-03-17 13:51:30,381|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance zoo\_local in state STARTED.

2021-03-17 13:51:30,383|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STARTED.

2021-03-17 13:51:30,385|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STARTED.

2021-03-17 13:51:30,385|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - All instances on localhost up to layer containing the runnable instance umcadmin\_local have been started.

2021-03-17 13:51:30,385|INFO |ACC execAsync thread StartAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=umcadmin\_local]| com.aris.prov.macc.HeadlessCloudController - Operation StartAllCommand completed

2021-03-17 13:51:30,481|INFO |Thread-69| com.aris.prov.macc.HeadlessCloudController - Result of execution of command startall to umcadmin\_local: OK

2021-03-17 13:51:30,481|DEBUG|Thread-69| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:51:33,798|INFO |main| IShield - sz\_stdout : Successfully started all not-yet running runnables up to and including runnable umcadmin\_local.

2021-03-17 13:51:33,798|INFO |main| IShield - command : wait for started umcadmin\_local timeout 300000

2021-03-17 13:51:33,799|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:51:33,800|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Executing command wait for started umcadmin\_local timeout 300000

2021-03-17 13:51:33,804|INFO |Thread-71| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Waiting 0 msec for state(s) STARTED of runnable umcadmin\_local. Current state: STARTED

2021-03-17 13:51:33,809|INFO |Thread-71| com.aris.prov.macc.HeadlessCloudController - Result of execution of command wait for started umcadmin\_local timeout 300000: OK

2021-03-17 13:51:33,809|DEBUG|Thread-71| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Runnable umcadmin\_local on node localhost reached the desired state after 0ms, error=null, errors=[], warnings=[]}

2021-03-17 13:51:37,798|INFO |main| IShield - sz\_stdout : Runnable umcadmin\_local on node localhost reached the desired state after 0ms

2021-03-17 13:51:37,834|INFO |main| IShield - command :enhance umcadmin\_local with changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:51:37,834|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:51:37,835|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305"

2021-03-17 13:51:47,192|INFO |Thread-72| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with changePassword trigger only options tenant.user.name=superuser tenant.user.pwd="superuser" affected.user=superuser affected.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 13:51:47,192|DEBUG|Thread-72| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement changePassword TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[superuser], affected.pwd=[74db20217d0427302955947c11305], affected.user=[superuser]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:51:50,829|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement changePassword \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:51:50,830|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:51:50,830|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:51:50,831|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 13:51:58,107|INFO |Thread-73| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 13:51:58,107|DEBUG|Thread-73| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:52:01,828|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:01,829|INFO |main| IShield - command :enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:01,830|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:01,831|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 13:52:08,945|INFO |Thread-74| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 13:52:08,945|DEBUG|Thread-74| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:52:12,830|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:13,239|INFO |main| IShield - command :enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:13,240|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:13,240|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 13:52:20,298|INFO |Thread-75| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with deleteLicense trigger only options affected.productcode=YAAAC,YAASI,YAABS,YAAIT,YAAPD,YAA,YBO,YDSAR,YDSLS,YDSTO,YDS,YUDAC,YUD tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305" : OK

2021-03-17 13:52:20,298|DEBUG|Thread-75| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305], affected.productcode=[YAAAC, YAASI, YAABS, YAAIT, YAAPD, YAA, YBO, YDSAR, YDSLS, YDSTO, YDS, YUDAC, YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:52:24,235|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement deleteLicense TRIGGER ONLY {tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:24,236|INFO |main| IShield - command :enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{5A872496-6671-4723-BB54-49628C03411C}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:24,236|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:24,238|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{5A872496-6671-4723-BB54-49628C03411C}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 13:52:31,710|INFO |Thread-76| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with importLicense local file "C:/Users/BBOYAD~1/AppData/Local/Temp/{5A872496-6671-4723-BB54-49628C03411C}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip" options tenant.name=default tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-17 13:52:31,710|DEBUG|Thread-76| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{5A872496-6671-4723-BB54-49628C03411C}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[74db20217d0427302955947c11305]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:52:35,235|INFO |main| IShield - sz\_stdout : Successfully executed Local Enhancement importLicense C:/Users/BBOYAD~1/AppData/Local/Temp/{5A872496-6671-4723-BB54-49628C03411C}/{4D67D32B-9E7D-4DF6-AF91-F7FE3C1B2DE8}/Local\_Internal\_Server\_with\_Client\_key.zip {tenant.name=[default], tenant.user.name=[superuser], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:52:35,236|INFO |main| IShield - command : set autostart.mode=off

2021-03-17 13:52:35,236|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:35,237|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=autostart.mode, values=[off]]

2021-03-17 13:52:35,246|INFO |Thread-77| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=autostart.mode, values=[off]]: OK

2021-03-17 13:52:39,235|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter autostart.mode to off on node localhost

2021-03-17 13:52:39,236|INFO |main| IShield - command :set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-17 13:52:39,236|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:39,237|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]

2021-03-17 13:52:39,245|INFO |Thread-78| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=installed.by, values=[ARIS Client;1273883;98.11.0.1273883]]: OK

2021-03-17 13:52:43,234|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter installed.by to ARIS Client;1273883;98.11.0.1273883 on node localhost

2021-03-17 13:52:43,234|INFO |main| IShield - command : set installed.by="ARIS Client;1273883;98.11.0.1273883"

2021-03-17 13:52:43,450|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-17 13:52:43,450|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:43,451|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAA

2021-03-17 13:52:50,590|INFO |Thread-79| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAA: OK

2021-03-17 13:52:50,590|DEBUG|Thread-79| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:52:54,438|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAA]} for instance umcadmin\_local.

2021-03-17 13:52:54,439|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-17 13:52:54,440|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:52:54,440|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAABS

2021-03-17 13:53:01,562|INFO |Thread-80| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAABS: OK

2021-03-17 13:53:01,562|DEBUG|Thread-80| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:53:05,438|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAABS]} for instance umcadmin\_local.

2021-03-17 13:53:05,439|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-17 13:53:05,439|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:53:05,440|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT

2021-03-17 13:53:12,559|INFO |Thread-81| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAIT: OK

2021-03-17 13:53:12,559|DEBUG|Thread-81| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:53:16,437|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAIT]} for instance umcadmin\_local.

2021-03-17 13:53:16,439|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-17 13:53:16,439|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:53:16,440|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD

2021-03-17 13:53:23,624|INFO |Thread-82| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAPD: OK

2021-03-17 13:53:23,624|DEBUG|Thread-82| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:53:27,438|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAPD]} for instance umcadmin\_local.

2021-03-17 13:53:27,439|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-17 13:53:27,440|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:53:27,440|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAASI

2021-03-17 13:53:34,563|INFO |Thread-83| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAASI: OK

2021-03-17 13:53:34,564|DEBUG|Thread-83| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:53:38,439|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAASI]} for instance umcadmin\_local.

2021-03-17 13:53:38,439|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-17 13:53:38,439|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:53:38,440|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUD

2021-03-17 13:53:45,585|INFO |Thread-84| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUD: OK

2021-03-17 13:53:45,586|DEBUG|Thread-84| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:53:49,439|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUD]} for instance umcadmin\_local.

2021-03-17 13:53:49,440|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-17 13:53:49,440|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:53:49,441|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC

2021-03-17 13:53:56,650|INFO |Thread-85| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YAAAC: OK

2021-03-17 13:53:56,650|DEBUG|Thread-85| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:54:00,437|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YAAAC]} for instance umcadmin\_local.

2021-03-17 13:54:00,438|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-17 13:54:00,439|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:54:00,439|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YBO

2021-03-17 13:54:07,540|INFO |Thread-86| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YBO: OK

2021-03-17 13:54:07,540|DEBUG|Thread-86| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:54:11,438|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YBO]} for instance umcadmin\_local.

2021-03-17 13:54:11,439|INFO |main| IShield - command : enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-17 13:54:11,439|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:54:11,440|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC

2021-03-17 13:54:18,522|INFO |Thread-87| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with assignLicense trigger only options license=YUDAC: OK

2021-03-17 13:54:18,522|DEBUG|Thread-87| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:54:22,438|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement assignLicense TRIGGER ONLY {license=[YUDAC]} for instance umcadmin\_local.

2021-03-17 13:54:22,659|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:54:22,659|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:54:22,660|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 13:54:29,741|INFO |Thread-88| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=13 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-17 13:54:29,741|DEBUG|Thread-88| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:54:33,655|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[13], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:54:33,656|INFO |main| IShield - command :enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd=\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:54:33,657|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:54:33,658|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Executing command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305"

2021-03-17 13:54:40,719|INFO |Thread-89| com.aris.prov.macc.HeadlessCloudController - Result of execution of command enhance umcadmin\_local with unassignPrivilege trigger only options affected.user=system affected.privilegeid=17 tenant.user.name=superuser tenant.user.pwd="74db20217d0427302955947c11305": OK

2021-03-17 13:54:40,719|DEBUG|Thread-89| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result=Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[74db20217d0427302955947c11305], affected.user=[system]} for instance umcadmin\_local., error=null, errors=[], warnings=[]}

2021-03-17 13:54:44,657|INFO |main| IShield - sz\_stdout : Successfully executed Enhancement unassignPrivilege TRIGGER ONLY {tenant.user.name=[superuser], affected.privilegeid=[17], tenant.user.pwd=[\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

2021-03-17 13:54:44,658|INFO |main| IShield - command : stopall

2021-03-17 13:54:44,658|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:54:44,660|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Executing command stopall

2021-03-17 13:54:44,660|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand started

2021-03-17 13:54:44,666|WARN |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.common.config.SequenceStringUtil - An explicit layering [[zoo\_s], [couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s], [cloudsearch\_s], [ecpbundle\_s, apiportalbundle\_s], [umcadmin\_s], [adsadmin\_s], [hds\_s], [rtbs\_s], [abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s], [apg\_s], [octopus\_s, simulation\_s, businesspublisher\_s], [loadbalancer\_s]] was specified, but the elements [ppm\_default\_local]are not included in this layering and will therefore be added to an implicit final layer.

2021-03-17 13:54:44,666|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Application type order was specified: app.type.order=zoo\_s<(couchdb\_s, elastic\_s, postgres\_s, postgresECP\_s)<cloudsearch\_s<(ecpbundle\_s, apiportalbundle\_s)<umcadmin\_s<adsadmin\_s<hds\_s<rtbs\_s<(abs\_s, mashzone\_s, ecp\_s, copernicus\_s, ppm\_core\_s, ppm\_web\_s, dashboarding\_s, arcm\_s)<apg\_s<(octopus\_s, simulation\_s, businesspublisher\_s)<loadbalancer\_s.

2021-03-17 13:54:44,666|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance zoo\_local of app type zoo\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type couchdb\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance elastic\_local of app type elastic\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - couchdb\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance cloudsearch\_local of app type cloudsearch\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ecpbundle\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apiportalbundle\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ecpbundle\_s, apiportalbundle\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance umcadmin\_local of app type umcadmin\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type adsadmin\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - adsadmin\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type hds\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - hds\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type rtbs\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - rtbs\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance abs\_local of app type abs\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type apg\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - apg\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance octopus\_local of app type octopus\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Added runnable instance simulation\_local of app type simulation\_s to runnable order.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type loadbalancer\_s.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - loadbalancer\_s

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On node localhost no instance found for app type ppm\_default\_local.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - ppm\_default\_local

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables will be stopped in the order (octopus\_local, simulation\_local)<abs\_local<umcadmin\_local<cloudsearch\_local<elastic\_local<zoo\_local.

2021-03-17 13:54:44,667|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 5 on localhost: octopus\_local, simulation\_local

2021-03-17 13:54:44,668|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable octopus\_local is already in state STOPPED no stop required.

2021-03-17 13:54:44,668|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable simulation\_local is already in state STOPPED no stop required.

2021-03-17 13:54:44,668|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 5 on node localhost to stop: octopus\_local, simulation\_local

2021-03-17 13:54:44,669|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:54:44,671|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:54:44,673|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:54:44,675|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:54:44,675|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnables octopus\_local, simulation\_local are stopped.

2021-03-17 13:54:44,675|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnables octopus\_local, simulation\_local are stopped.

2021-03-17 13:54:44,675|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 4 on localhost: abs\_local

2021-03-17 13:54:44,675|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.StopAllExecutableCommand - Runnable abs\_local is already in state STOPPED no stop required.

2021-03-17 13:54:44,675|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 4 on node localhost to stop: abs\_local

2021-03-17 13:54:44,678|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local after 0msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:54:44,682|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:54:44,682|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable abs\_local is stopped.

2021-03-17 13:54:44,682|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable abs\_local is stopped.

2021-03-17 13:54:44,684|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:54:44,685|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:54:44,686|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping umcadmin\_local.

2021-03-17 13:54:44,686|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 3 on localhost: umcadmin\_local

2021-03-17 13:54:48,079|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 3 on node localhost to stop: umcadmin\_local

2021-03-17 13:54:48,081|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:48,334|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:48,590|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:48,843|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:49,095|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1000msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:49,347|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1250msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:49,600|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1500msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:49,853|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 1750msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:50,106|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local after 2000msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:54:50,108|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:54:50,109|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable umcadmin\_local is stopped after a wait time of 5393ms.

2021-03-17 13:54:50,109|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable umcadmin\_local is stopped after a wait time of 5393ms.

2021-03-17 13:54:50,111|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:54:50,113|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:54:50,115|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:54:50,115|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping cloudsearch\_local.

2021-03-17 13:54:50,115|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 2 on localhost: cloudsearch\_local

2021-03-17 13:54:56,832|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 2 on node localhost to stop: cloudsearch\_local

2021-03-17 13:54:56,834|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:54:57,086|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:54:57,087|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:54:57,088|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable cloudsearch\_local is stopped after a wait time of 6967ms.

2021-03-17 13:54:57,088|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable cloudsearch\_local is stopped after a wait time of 6967ms.

2021-03-17 13:54:57,090|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:54:57,093|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:54:57,095|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:54:57,097|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:54:57,097|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping elastic\_local.

2021-03-17 13:54:57,097|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 1 on localhost: elastic\_local

2021-03-17 13:54:59,827|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Waiting for runnables of layer 1 on node localhost to stop: elastic\_local

2021-03-17 13:54:59,829|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 0msec: Actual state: STOPPING, desired states: [STOPPED, FAILED]

2021-03-17 13:55:00,080|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local after 250msec: Actual state: STOPPED, desired states: [STOPPED, FAILED]

2021-03-17 13:55:00,082|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance elastic\_local in state STOPPED.

2021-03-17 13:55:00,082|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - The runnable elastic\_local is stopped after a wait time of 2980ms.

2021-03-17 13:55:00,082|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - The runnable elastic\_local is stopped after a wait time of 2980ms.

2021-03-17 13:55:00,084|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance cloudsearch\_local in state STOPPED.

2021-03-17 13:55:00,087|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance umcadmin\_local in state STOPPED.

2021-03-17 13:55:00,090|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance abs\_local in state STOPPED.

2021-03-17 13:55:00,092|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance octopus\_local in state STOPPED.

2021-03-17 13:55:00,094|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.agent.lifecycle.RunnableLifecycleTools - Instance simulation\_local in state STOPPED.

2021-03-17 13:55:00,094|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Stopping zoo\_local.

2021-03-17 13:55:00,094|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Stopping runnables of layer 0 on localhost: zoo\_local

2021-03-17 13:55:03,030|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - Not waiting for runnables of last layer to reach requested state.

2021-03-17 13:55:03,031|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - Not waiting for runnables of last layer to reach requested state.

2021-03-17 13:55:03,031|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.acc.bl.commands.runnablemgmt.AbstractLayeredOrderExecutableWithProgressCommand - On localhost stopall completed.

2021-03-17 13:55:03,031|INFO |ACC execAsync thread StopAllCommand [nodeName=localhost, appTypeToId=null, instanceToId=null]| com.aris.prov.macc.HeadlessCloudController - Operation StopAllCommand completed

2021-03-17 13:55:03,099|INFO |Thread-90| com.aris.prov.macc.HeadlessCloudController - Result of execution of command stopall: OK

2021-03-17 13:55:03,099|DEBUG|Thread-90| com.aris.prov.macc.HeadlessCloudController - Result: CommandResult{result={0={localhost=[zoo\_local]}, 1={localhost=[elastic\_local]}, 2={localhost=[cloudsearch\_local]}, 3={localhost=[umcadmin\_local]}, 4={localhost=[]}, 5={localhost=[]}}, error=null, errors=[], warnings=[]}

2021-03-17 13:55:06,656|INFO |main| IShield - sz\_stdout : Successfully stopped all not-yet running runnables on localhost.

2021-03-17 13:55:06,658|INFO |main| IShield - command :set runnable.order="zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)"

2021-03-17 13:55:06,658|WARN |main| com.softwareag.aris.setup.xlayer.main.EmbeddedAcc - ACC already initialized.

2021-03-17 13:55:06,659|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Executing command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=null, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]

2021-03-17 13:55:06,669|INFO |Thread-92| com.aris.prov.macc.HeadlessCloudController - Result of execution of command (\*\*\*COMMAND STRING SUPPRESSED\*\*\*) SetAgentConfigurationCommand [nodeName=localhost, key=runnable.order, values=[zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local)]]: OK

2021-03-17 13:55:10,656|INFO |main| IShield - sz\_stdout : Successfully set configuration parameter runnable.order to zoo\_local<(elastic\_local,postgres\_local)<cloudsearch\_local<abs\_local<umcadmin\_local<(octopus\_local,simulation\_local) on node localhost

2021-03-17 13:55:10,871|INFO |main| IShield - registry: type S KeyName ProgramGroup Value ARIS

2021-03-17 13:55:10,872|INFO |main| IShield - registry: type S KeyName PATH Value C:\SoftwareAG\ARIS9.8

2021-03-17 13:55:10,873|INFO |main| IShield - registry: type S KeyName VERSION Value 98.11.0.1273883

2021-03-17 13:55:10,874|INFO |main| IShield - registry: type S KeyName Codeline Value //ALL/rel/9.8/98.11.0

2021-03-17 13:55:10,882|INFO |main| IShield - registry: type S KeyName SERVER-KEY-Crypt Value 90:87:117:97:98:81:172:113:184:213:125:8217:119:220:123:28:26:82:200:174:104:103:251:55:144:253:48:77:72:61:8218:51:222:244:2:125:179:0:

2021-03-17 13:55:10,882|INFO |main| IShield - registry: type S KeyName LOCAL Value TRUE

2021-03-17 13:55:10,888|INFO |main| IShield - CopyFile C:\ARIS\_Client\generated.apptypes.cfg to C:\SoftwareAG\ARIS9.8\LOCALSERVER\generated.apptypes.cfg

2021-03-17 13:55:10,921|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/repo,null}

2021-03-17 13:55:11,015|INFO |main| IShield - Dialog : SdFinish (First): ARIS Client successfully installed. Click 'Finish' to exit the wizard.

2021-03-17 13:55:54,464|INFO |main| org.eclipse.jetty.server.handler.ContextHandler - stopped o.e.j.s.h.ContextHandler{/temp,null}